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Chapter 1. Introduction

Alternation phenomena are known as cognitive phenomena where an observer can
switch multiple perspectives within a framework. Such a switching can be often explained
in terms of Figure and Ground: Figure is something in the foreground while Ground is one
in the background. The observer generally focuses on either of Figure or Ground. For
example, in Figure/Ground reversals such as Rubin’s vase (Rubin 1915), Necker cubes
(Necker 1832), and duck-rabbit figure (Jastrow 1900), the observer can see the two
different kinds of object within the same illustration since there are two ways to focus on
one part or the other. In a linguistic context, such a switching effect of perception may
correspond to an argument structure alternation I deal with in this thesis. The linguistic
alternation means the switching between multiple types of variants, which have almost the

same interpretations, as shown in (1):

(1) a. John gave a dish to Sam.
b. John gave Sam a dish.
(Pinker 1989: 7)

The sentence in (1a) is called ditransitive construction where a dish appears as the direct
object of gave and a recipient Sam appears as a prepositional phrase with fo0. On the other
hand, the sentence in (1b) is called double object construction where the recipient Sam
appears as the direct object position and the theme a dish appears in the second object
position. It should be noted that the thematic roles are kept constant between (1la-b)
although there is a syntactic difference. Furthermore each construction focuses on the

different aspect of the same event in (1): the example in (1a) denotes an event where John



causes a dish to move to Sam while the one in (1b) denotes an event where Sam possesses a
dish by means of John’s giving manner. The linguistic alternation corresponds to such a
pair of two (or more) expressions as shown in (la-b), which has reversals of constructions
depending on the highlighted event. The alternation in (1) is called dative alternation, and

Pinker (1989) described the following generalization of dative alternation:

(2) NP, [V]NP;to - NP3 — NP; [V] NP3 NP,
(Pinker 1989: 7)

This generalization shows the cross-mapping of each argument between the dative
construction in the left of the arrow in (2) and the double-object construction in the right
side. However, this is not always the case for any types of verb even when the verb seems

to include the similar types of semantics to give:

(3) a. John donated a painting to the museum.
b. *John donated the museum a painting.
(4) a. John reported the accident to the police.

b.  *John reported the police the accident.

Here the example in (3) includes donated, which means an event of giving something for
the purpose of contribution. Similarly, the example in (4) includes reported, which means
an event of giving information. However, the double object variants in (3b) and (4b) are not
allowed while the dative construction variants are acceptable in (3a) and (4a). These
examples indicate that the verb semantics does not exclusively determine the possibility of

the alternation.



The similar kinds of the symmetric behavior can be observed in other types of
alternation. Take the examples of locative alternation, one of well-known argument
structure alternations (Anderson 1971, Fraser 1971, Kageyama 1980, Okutsu 1981, Salkoff
1983, Jefferis & Willis 1984, Rappaport & Levin 1985, Fukui, Miyagawa & Tenny 1985,
Pinker 1989, Jackendoftf 1990, Goldberg 1995, Maruta 1997, Kishimoto 2001, Iwata 2008,

etc):

(5) a. John smeared paint onto the wall. (T-type construction)

b. John smeared the wall with paint. (L-type construction)

In locative alternation, two object nouns alternates between the two types of constructions.
In the first type as in (5a), the theme object paint appears as the direct object of the main
verb smeared while the location object the wall is accompanied by the dative preposition zo.
On the other hand the second type in (5b), the location object appears as the direct object of
while the theme object is accompanied with the oblique preposition with. The first type is
sometimes called ‘Theme-object type’, ‘Content object frame’, and so on while the second
one is called ‘Location-object type’, ‘Container object frame’ and so on (Pinker 1989,
Levin 1993, Iwata 2008, etc). Although the naming varies among previous studies, I call
these two constructions 7(heme object)-type construction and L(ocation object)-type
construction henceforth.

In the case of Japanese, locative alternation sentences are represented as in (6):

(6) a. kabe-ni penki-o nut-ta. (T-type construction)

wall-dat paint-acc smear-past



b. kabe-o penki-de nut-ta.  (L-type construction)

wall-acc paint-obl smear-past

In Japanese locative alternation, case marking alternates between -ni/-o (dative/accusative)
and -o/-de (accusative/oblique). In (6a), kabe ‘the wall’ is marked with the dative -ni as the
location and penki ‘paint’ is marked with the accusative -o as the theme object, so this
frame corresponds to the T-type construction. On the other hand, in (6b), kabe ‘the wall’
appears as the accusative object with the marker -o, and penki ‘paint’ appears as the theme
with the marker -de ‘with’, corresponding to the L-type construction.

As discussed above, locative alternation consists of the T-type construction and the
L-type one. However, these two constructions are not symmetry around the verb. It is
pointed out by Anderson (1971) that these two constructions evoke different interpretations.
The following examples show the contrast regarding the affectedness of the location object

the wall:

(7) a. John smeared paint on the wall, but most of the wall didn’t get any paint on it.

b. *John smeared the wall with paint, but most of the wall didn’t get any paint on it.

(Anderson 1971)

The example in (7a) is categorized to the T-type construction variant and (7b) is to the
L-type construction one. The second clause indicates that the entire wall is not affected.
The T-type variant in (7a) is not contradictory with the second clause because the
movement of paint to the wall does not necessarily make the wall covered with paint. It is
possible that most region of the wall is not covered with paint. By contrast, the example in

(7b) shows a contradiction, that is, it is inferred from the first clause that the entire wall is



affected while the second clause attempts to cancel the preceding event. From this contrast,
it has been argued that the location object in the L-type variant is totally affected by
causation event with the theme object. Such an interpretation inferred from the L-type
variant is usually called holistic interpretation. Such a contrast in terms of holistic
interpretation is a piece of evidence that each variant of the alternation is not always
identical with respect to the interpretation denoted by an event. However, holistic

interpretation is not a common property of the L-type construction, as illustrated below:

(8) The vandal sprayed the sculpture with paint.
(Pinker 1989: 78)

According to Pinker, a holistic effect in the L-type variant is an epiphenomenon of a
change-of-state. In (8), the location (goal) object, the sculpture, is assumed to have a kind
of aesthetic property. Spraying paint can spoil the property of the sculpture even if it is
partially sprayed with paint. Thus it follows that covering over the location is not necessary.
This exception also reveals that the verb does not exclusively determine the interpretations
in locative alternation.

The aim of this thesis is to investigate the non-verbal factors in processing the
theme/location alternations in Japanese, i.e., locative alternation and bump alternation. |
defend the hypothesis that there is a preverbal structural preference for the theme/location
alternation in Japanese, even before the language users encounter the verb, which is
regarded as a central role on deciding the possibility of the alternation. In detail, in the case
of locative alternation there is a structural preference for the T-type construction before the
verb appears, even if the verb to follow is the L-oriented one (e.g., mitasu ‘fill’, which is

compatible only with the L-type construction). I argue that such a preference is triggered by



each case-marking pattern: the case-marking pattern facilitates anticipation for specific
types of events, resulting in a difference of processing cost. That is, the dative case marker
included in the T-type construction is likely to be related with the movement event when it
is accompanied with the accusative-marked NP. In contrast, the oblique marker included in
the L-type is so ambiguous that the event type is not specified by the combination of the
case-marking pattern and the object NP until the verb is encountered, resulting in more
processing cost than the T-type before the verb appears. In addition, the event type evoked
by the combination of the case marking and the object NPs is not unique information used
for processing the alternation. I reveal that causation types are also computed by properties
of the object NPs in hump alternation, which is similar to locative alternation in Japanese.

I carry out 4 acceptability judgment and 5 self-paced reading studies in order to address
these problems. I explore how the participants process the preverbal regions by using a
self-paced reading method. These studies were conducted on Lancers and Ibex Farm.
Lancers is a Japanese crowdsourcing website where it is possible to recruit participants and
pay compensation for each participation. Ibex Farm is a hosting website for various
linguistic experiments, developed by Alex Drummond. The participants were recruited via
Lancers, then they were asked to participate in the tasks on Ibex experiment pages.

This thesis is organized as follows: in Chapter 2 I review previous studies on locative
alternation. The first three sections are dedicated to previous theoretical studies: Lexical
rule approach (Pinker 1989), construction grammar approach (Goldberg 1995, 2002, 2006),
and lexical-constructional approach (Iwata 2008). These theoretical approaches suppose
that the verb semantics determines the possibility of the locative alternation, that is, the
alternation is allowed if the verb included in a sentence is an alternating one. Then in the
other section, classifications on alternating verbs are shown based on the examples in

English from Levin (1993) and the ones in Japanese. Here disagreements over the



alternating verbs are also shown.

In Chapter 3 previous experimental studies are reviewed. This section consists of the
judgment study in English by Carlson & Tanenhaus (1988), the forced-choice and
elicitation study in English by Gropen, Pinker, Hollander & Goldberg (1991), the fMRI
study in Danish by Christensen & Wallentin (2011), and the corpus study in Spanish and
Polish by Wojciench (2014). From the results of the judgment and the reaction time,
Carlson & Tanenhaus showed that each construction in locative alternation is associated
with thematic ambiguity, not but lexical ambiguity. The forced-choice and elicitation study
revealed that there is a correlation between acquisitions of verb semantics and its syntactic
appearance: if there is a misunderstanding of the semantic component of container-verb
such as fill, it is applied to the T-type construction although it is compatible with the T-type.
Christensen & Wallentin revealed from fMRI study that there is an asymmetry between two
constructions in the locative alternation in such a way that the T-type construction is easier
to process, at least in SVO languages. Wojciench showed that the T-type construction
variants are produced in the satellite-framed language more than the verb-framed language.
On the other hand, in both languages, the T-type construction variants are produced more
than the L-type ones when verbs with abstract manner are used.

In Chapter 4 I address the issues in Japanese by conducting two acceptability judgments
on the two constructions. On the basis of these judgments, the verbs were classified into
three classes: alternating verbs, T-oriented verbs, and L-oriented verbs. Then I conducted
three self-paced reading studies using the attested verbs in the acceptability judgment to
address the questions of (i) whether there is a structural preference in locative alternation in
SVO language such as Japanese and (ii) how the word-order affects processing of locative
alternation. These studies revealed that processing cost for the variants was not symmetric

even before the verb appeared.



In Chapter 5, I expand the idea in Chapter 4 to bump alternation in Japanese that the
verb does not exclusively determine the possibility of the alternation. Through two
acceptability judgments and two self-paced reading studies I argue that the preverbal
processing is the case for bump alternation in such a way that a causation type (Talmy

2004) is computed by a combination of the object NPs.



Chapter 2.  Previous Theoretical Studies

In the present chapter, I review the literature adopting theoretical approaches. Section
2.1 is dedicated to the lexical-rule approach by Pinker (1989). In section 2.2 I discuss the
construction grammar approach by Goldberg (1995, 2002, 2006), and in section 2.3 I deal
with the lexical-constructional approach by Iwata (2008). Finally in section 2.4 I compare
the classifications of the English locative alternating verbs in English with those of
Japanese. Then the questions arise as to whether the alternating verbs always show the
alternation and whether the acceptability judgments the literatures showed are empirically

attested.

2.1. Lexical rule approach: Pinker (1989)

Lexical rule approach, mainly discussed by Pinker (1989), assumes that (i) the verb
with the two constructions includes two distinct lexical senses whose semantic structures
are also distinct, and that (ii) one of the forms is more basic while the other is derived from
an application of a lexical rule. In the case of locative alternation, if a verb includes a
semantic structure (in Pinker’s terminology, thematic cores) such that “X causes Y
(theme-object) to move into/onto Z (location-object)”, which represents a caused motion,
then the semantic structure can be converted into another structure such that “X causes Z
(location-object) to change state by means of moving Y (theme-object) into/onto it” which
represents a change-of-state by the lexical rule. A criterion for a verb to allow the locative
alternation is that it includes both a caused motion and a change-of-state component. The
examples in (9)—(11) show the examples of the alternation using spray and the ones using

non-alternating verbs pour and fill:



(9) a. Bob sprayed paint onto the wall. (T-type construction)
b. Bob sprayed the wall with paint. (L-type construction)
(Pinker 1989: 228)
(10) a. I poured water into the glass. (T-type construction)
b. *I poured the glass with water. (L-type construction)
(Pinker 1989: 97)
(11) a.  *I filled water into the glass. (T-type construction)
b. I filled the glass with water. (L-type construction)

(Pinker 1989: 66)

The pair of sentences with spray in (9) is an example of the alternation while the
examples in (10) with pour and (11) with fil/l are non-alternating ones. First, the event
denoted by the sentences in (9) is that liquid object paint is turned into a mist state and then
moved to the location. This motion of paint is specified in the semantics of spray, resulting
in the T-type construction as in (9a). As a result of such an action, the surface of the wall
gets paint and its state is changed. The change of state of the wall is also specified in spray
and the L-type construction in (9b) is allowed. However, the examples in (10)—(11) lack
either a motion or a change-of-state in their verb meanings. In the case of pour in (10), it
specifies a manner of motion but a change-of-state of the glass is not specified in the verb
meaning: the glass can be filled with water after water is poured into the glass, or it can be
still half empty. Thus the example in (10) is acceptable while (10) is not allowed.
Conversely, fill specifies only a change-of-state such that something is full, but it does not
specify any manner of motion of water: water can be moved by a pouring activity, by
turning on a faucet, and so on. So fill can take the container object, like the glass, as its

direct object in (11) while it cannot take water as its direct object in (11).

10



Figure 1 represents a general idea for the derivation of locative alternation:

Argument structures:

V NP into/onto NP V NP with NP
Move substance in Affect object in a
Thematic cores: a particular manner particular way by
to an object adding substance
‘pour’: ‘spray!’: ‘spray?’: “fill”:
Verbs: substance substance surface is interior is
’ moves in a moves in a | €=y covered with occupied
stream mist Lexical drops by
moving mist
rule

Figure 1. The lexical rule approach (Pinker 1989: 80)

These three layers show a linking among the verb semantics, thematic cores, and argument
structures (i.e., syntactic frames). A thematic core, as mentioned in the middle layer in
Figure 1, specifies the relation between event participants denoted by a class of verbs, i.e.,
the relation between the moving object and its goal. Furthermore the thematic core is tied
with argument structures by a linking rule, represented by each solid line in the top of the
layers in Figure 1. Through this linking, each variant is syntactically instantiated. In the left
side of Figure 1, pour and spray' denote the movement of a substance in a certain manner,
and thus they also specify thematic cores such that the agent moves the substance to the
object. Finally the thematic cores are associated with the syntactic frame [V NP into/onto
NP], resulting in I poured water into the glass, and I smeared paint onto the wall. In the
same way, spray” and fill denote the covering or occupying of the location, and thus they
are associated with the thematic core such that the object is affected by the substances, and

in turn they are associated with the syntactic frame [V NP with NP]. The examples such as
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1 sprayed the wall with paint and [ filled the glass with water are the instantiations of this
syntactic frame.

In the case of the alternating verb spray, lexical rule can be directly applied to its
semantic structure as shown in the bottom of Figure 1, and it triggers the locative
alternation: spray' is linked with one variant, and then spray”, the other variant is derived
through lexical rule. In the former variant with spray', the moving object is regarded as the
theme, so it is linked to the direct object following the linking rule. In turn, in another
variant with spray’, the location is regarded as the object undergoing a change-of-state, and
hence it is linked to the direct object. The remaining argument, which is not linked to the
object, appears as the oblique object like ft0-PP or with-PP. In sum, the verb such as spray
can participate in the alternation since it includes the movement of liquid and the

change-of-state triggered by the movement.

2.2. Construction grammar approach: Goldberg (1995, 2002, 2006)

In the construction grammar approach developed by Goldberg (1995, 2002, 2006), it is
assumed that the interpretation of a sentence results from the fusing of a constructional
meaning with the verb’s specific meaning. For example, consider the following examples

shown below:

(12)

o

They laughed the poor guy out of the room.
b. Frank sneezed that tissue off the table.

c. Mary urged Bill into the house.

d.  Sue let the water out of the bathtub.

e. Sam helped him into the car.

f.  They sprayed the paint onto the wall. (Goldberg 1995: 152)

12



According to her, the common frame [S V O PP] in (12a—f), drives the common
interpretation of the causative movement. The central idea of the construction grammar is
that frame-specific meanings (e.g., the causative movement) exist independently of verbs.

The following figures are used for the representations of constructions and their specific

meanings:
Sem CAUSE-RECEIVE < agt rec pat >
PRED < l l l >
Syn v SUBJ OBJ OBJ

Figure 2. Ditransitive construction (Goldberg 1995: 50)

Sem CAUSE-RECEIVE < agt rec pat >

HAND < hander handee handed >

| | | ]

Syn v SUBJ OBJ OBJ

Figure 3. Fused structure: Ditransitive + hand (Goldberg 1995: 51)

First, the construction specifies the argument roles such as <agt rec pat>, which means the
agent, the patient, and the theme as listed on the top of Figure 2. Here the bold font
indicates that the role must be represented in a surface structure (in Goldberg’s terminology,

the role is profiled). Additionally, the construction specifies which argument role is
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associated with a grammatical role such as the subject, the object and the second object.
The middle row in Figure 2 is a slot for the verb specific participant role, which is a
participant in an event denoted by the verb. Once the middle variable is fulfilled with a verb
as in Figure 3 with hand, the argument role and the participant role are fused if they are
semantically compatible. In the case of hand in ditransitive construction in Figure 3, the
participant roles which hand requires are <hander handee handed>. Then hander is
associated with the agent, handee is the recipient, and handed is the patient. Then each
appears as the subject, the object, and the second object indicated in the bottom of Figure 3,
resulting in the sentence such as she handed him the ball (Goldberg 1995: 80).

Such a fusion can account for the two constructions in locative alternation in (13):

(13) a. Patloaded the hay onto the wagon. (caused-motion ( = T-type))
b. Patloaded the wagon with the hay. (causative + with ( = L-type))
(Goldberg 2006: 34)

The sentence in (13a) is interpreted as a caused-motion construction while the one in (13b)
is as a causative construction accompanied by an adjunct with. The verb load specifies its
participant roles as <loader, loaded-theme, container>. The structures in (14)—(15) below
indicate the two instantiations of the fusing of the constructional argument roles with the

participant roles:

(14) Caused motion construction of load

CAUSE-MOVE ( cause theme path/location)

Load ( loader loaded-theme container )
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(15) Causative + with construction of load

CAUSE (cause patlient) + INTERMEDIARY (inlstrument)

Load (loader container loaded-theme)

Both structures in (14)—(15) show that the participant roles of load are kept constant
between the two constructions, but the matching between the participant roles and the
argument roles is different from each other. When the event is construed as a
caused-motion event as shown in (14), each participant role is connected to the argument
roles profiled by caused-motion construction, where loader can be associated with cause,
loaded-theme with theme, and container with path/location. By contrast, when the event
is construed as a causative construction with intermediary instrument as shown in (15),
container can be associated with patient in that the location object can be regarded as the
affected object. Thus /load can be associated with the two constructions, resulting in the

alternation.

2.3. Lexical-constructional Approach: Iwata (2008)

First, Iwata (2008) supports the construction grammar approach as in Goldberg (1995)
because it is preferable to the lexical approach in that there is no necessity to consider a
direction of derivation of the two constructions. Two main points of his ideas are as
follows: (i) verb meanings should be taken into more consideration, and (ii) in accordance
with the verb meanings, lower-level constructions should be added to the model proposed

by Goldberg.

2.3.1. Verb meanings

As noted above, Iwata proposes that the verb meanings should be reflected in the
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constructional model because the label of a change-of-state, as used in Pinker and Goldberg,
sounds too general in the location-as-object variant (i.e., L-type construction). In detail, a
change-of-state meaning should be substituted for cover/fill semantics. According to him,
one of the reasons for this is that change-of-state verbs like break necessarily require a
transition from an old state to a new one: when something is broken, an unbroken thing
turns into the broken thing, which essentially occurs and such a new state does not go on
once the thing is broken. Unlike change-of-state verbs, the location-as-object variant does

not have to denote such a transition of state:

(16) Linda sprayed the plants with water.
(Iwata 2008: 24)

The example in (16) can be used even in the situation where the plants are still wet.

Additionally the new state can go on even once it is attained:

(17) Bill sprayed/smeared/dabbed/splashed the wall with paint (for ten minutes), but it still
wasn’t covered.

(Jackendoff 1996: 346)

As Jackendoff pointed out, the location-as-object variant evokes the covered/filled reading,
but it does not have to be attained. This property is also different from the change-of-state
verbs.

From these points Iwata proposed that the location-as-object variant is defined as
coverl/fill semantics on the basis of the verb meanings, not but a change-of-state. In the case

of a class of verbs like spray, smear, and scatter, the location-as-object variant is
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characterized as the construction with “cover” semantics. On the other hand, in the case of
a class of verbs like load or cram, it is characterized as the construction with “fill”

semantics.

2.3.2. Multiple hierarchical organization of constructions

Iwata adopts the usage-based model: constructions are generalized from individual
occurrences, and there is a hierarchy including multiple levels of abstraction. As for the
hierarchy of the construction, Iwata assumed the following levels under the higher-level
general construction (i.e., Caused-motion construction), following Croft (2001, 2003):
verb-class-specific construction, and verb-specific construction. The hierarchies are

instantiated in Figure 4:

Caused-motion construction

Syn: [NP V NP PP]
I

Sem: “...............

Syn: [NP V NP PP] Syn: [NP V NP PP] Syn: [NPV NP PP] | verb-class-specific

I I I construction
Sem: “............... ” Sem: “............... ” Sem: “............... ”

Syn: [NP throw NP PP] Syn: [NP put NP PP] Syn: [NP push NP PP]

I I I = verb-specific

Sem: “............l. ” Sem: “.....o ” Sem: “......l ” construction
Syn: [John put the box on Syn: [Mary put a dish Syn: [Susan put a
the desk] on the table] book on the desk] => individual

[ I I occurrences

Sem: “...... ” Sem: “.....ol ” Sem: “..... ”

Figure 4. The hierarchical organization of constructions (Iwata 2008: 37)
For example, take put as an instance. The verb put always appears in a syntactic frame

[NP V NP PP], as in (18):
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(18) a. John put the box on the desk.
b. Mary put a dish on the table.
c.  Susan put a book on the desk.

(Iwata 2008: 36)

In the examples in (18), the object NPs varies on each example, corresponding to individual
occurrences in Figure 4. Each example is abstracted to the syntactic frame [NP put NP PP]
at the level of verb-specific construction because all the individual occurrences with put
share this syntactic frame. In the same way, throw or move allow the same syntactic frames

as [NP V NP PP], as shown in (19):

(19) a. John threw a ball into center field.
b. John moved the piano into the bedroom.

(Iwata 2008: 36)

With respect to the common frames [NP V NP PP], the verbs in (18)—(19) share, these
verb-specific constructions can be abstracted to a verb-class-specific construction. It can be
said that verb-class-specific construction of put, throw, or move is [NP V NP PP] as shown
in the second layer in Figure 4. Moreover, by abstracting over the verb-class-specific
construction, the caused-motion constructions in the top of the hierarchy can be acquired.
The locative alternation can be handled in such a way that the alternation variants are
associated with two constructions following this type of hierarchy. The instantiations of
two constructions associated with spray are in (20b) and (21b), compared with the other

instantiations of the same verb-class-specific constructions in (20a) and (21a), and their
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representations of the hierarchical organizations are shown in Figure 5 and Figure 6:

(20) a.  She put the box on the desk.
b. He sprayed paint onto the wall.
(21) a.  She covered the floor with a rug.

b. He sprayed the wall with paint.

Syn: [NPx V NPy directional PPz]
|

Sem: “X moves Y into/onto Z”

/\

(Iwata 2008: 39-40)

verb-class-specific
construction

Syn: [NPx put NPy dir-PPz] Syn: [NPx spray NPy dir-PPz] )
I I verb-specific
Sem: “............... ’ Sem: “............... construction
A 4 A4
Syn: [She put the box on the Syn: [He sprayed paint onto the |
desk) wall] individual
I | occurrences
Sem: “............... ? Sem: “............... ?

Figure 5. How the content-object variant of spray is sanctioned (Iwata 2008:39)
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Syn: [NPx V NPy]
|

Sem: “X causes Y to have a layer over it”

/\.

verb-class-specific
construction

Syn: [NPx cover NPy] Syn: [NPx spray NPy] _
I I verb-specific

Sem: “............... ’ Sem: “............... ” construction
A4 v

Syn: [She covered the floor Syn: [He sprayed the wall with |
with a rug] paint] individual

| I occurrences

Sem: “............... ” Sem: “............... ”

Figure 6. How the container-object variant of spray is sanctioned (Iwata 2008: 39)

As shown in Figure 5, a verb-class-specific construction which includes the syntactic frame
[NP V NP PP] with the semantics “X moves Y into/onto Z” sanctions a verb-specific
construction of [NP spray NP PP], along with [NP pour NP PP], and then each individual
occurrence appears. In the same way, as shown in Figure 6, a verb-class-specific
construction which includes the syntactic frame [NP V NP] with “X causes Y to have a
layer over it” sanctions a verb-specific construction of [NP spray NP], and each individual
occurrence appears. In this way, the two variants with spray as in (20b) and (21b) are
sanctioned by the two types of verb-class-specific constructions, resulting in the locative

alternation.

2.4. Verb classifications

Many researchers attempted to classify verbs into alternating ones or non-alternating
ones across languages (Okutsu 1981, Fukui, Miyagawa & Tenny 1985, Pinker 1989, Levin
1993, Kishimoto 2001, Iwata 2008, Takami & Kuno 2014, among others). This section
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focuses on the classification of the locative verbs, including alternating and non-alternating
ones, in English and Japanese. To do so, I first review the classification of the locative
verbs in English. As for the English locative verbs, one of the studies with an exhaustive
classification is Levin (1993). Next, the classifications of Japanese locative verbs are
compared with English verbs. Finally, I show that some examples categorized as alternating,
including the representative alternating verb like smear, are not always acceptable in both

frames.

2.4.1. English locative verbs: Levin (1993)

Levin (1993) classifies the English locative verbs following their semantic properties
into the following five classes: spray/load-class, clear (transitive)-class, wipe-class,
swarm-class, and clear (intransitive)-class. In the next subsections, verbs included in the
five classes and their acceptability judgments in locative variants (i.e., T-type construction)

and with variants (i.e., L-type construction) are presented.

2.4.1.1. sprayl/load-class
The verbs included in this class appear in the transitive form as in (23a-b), and they are

semantically associated with putting and covering.

(22) Alternating verbs:
brush, cram, smear, splash, spray, spread, etc.
(23) a. Jack sprayed paint on the wall. (locative variant)
b. Jack sprayed the wall with paint. (with variant)

(Levin 1993: 51)
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Here paint is treated as the locatum, which is also called locatum from Clark & Clark’s
(1979) terminology and corresponds to the object moving to a goal. Its syntactic position
varies depending on two constructions: it appears in the direct object position in (23a) while
in the prepositional phrase in (23b). On the other hand, the wall is treated as a location. It
appears as the prepositional phrase in (23a) while as the direct object in (23b).

Within this class of verbs, there are non-alternating verbs as follows:

(24) Non-Alternating with Only
block, cover, decorate, fill, etc.

(25) a. *June covered the blanket over the baby.
b. June covered the baby with a blanket.

(Levin 1993: 51)

These non-alternating verbs do not allow the locative variant like in (25a) where the locaum
appears as the direct object of fill. In contrast, the following types of non-alternating

spray/load verbs show the opposite behavior:

(26) Non-Alternating Locative Preposition Only:

arrange, put, suspend, shovel, pour, coil, wind, etc.
(27) a. Tamara poured water into the bowl.

b. *Tamara poured the bowl with water.

(Levin 1993: 51)

The non-alternating locative verb pour does not allow the with variant in (27b) where the

location the bowl occupies the direct object position.
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2.4.1.2. clear (transitive)-class

It is pointed out that this class of verbs in (28) is semantically opposite to
spray/load-class in that the locatum is removed from the location. A PP in a locative variant
is from-PP in (29a), while a PP in an of variant is of-PP, which corresponds to an

abstrument preposition in (29b).

(28) Alternating Verbs
clear, clean, drain, empty
(29) a. Henry cleared dishes from the table. (locative variant)

b. Henry cleared the table of dishes. (of variant)

In (29a), the locatum dishes appears as the direct object, which is removed from the
location the table. The location object is marked with from. In (29b), conversely, the table
appears as the direct object and dishes is marked with of.

As the examples of (31) shows, steal is a non-alternating verb which only allows the
locative variant while it does not allow the of variant with the location taken as the direct

object.

(30) Non-Alternating from Only:
abstract, banish, steal, etc.
(31) a.  The thief stole the painting from the museum.

b.  *The thief stole the museum of the painting.

The following examples exemplify another non-alternating class which only allows the

of variant:
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(32) Non-Alternating of Only:
cure, drain, rob, etc.
(33) a. *The doctor cured pneumonia from Pat.

b. The doctor cured Pat of pneumonia.

(Levin 1993: 52)

Cure can take Pat as the location and pneumonia as the removed locatum marked with of in
(33Db), but it does not allow the locative variant in (33a), where pneumonia appears as the

direct object.

2.4.1.3. wipe-class

This class of verbs as in (34) is also opposite to spray/load-class, along with clear-class,
because they denote a removal event. However, the main difference from the clear-class
verbs is that in the wipe-class, the of-PP is not obligatory in the location object variant as in

(35).

(34) Alternating Verbs
wipe, brush, shovel, etc.

(35) a. Helen wiped the fingerprints off the wall. (locative PP variant)
b. Helen wiped the wall (*of fingerprints). (locative object variant)

(Levin 1993: 53)

Here the locatum is the fingerprints while the location is the wall. The locative PP variant

consists of the direct object and the prepositional phrase marked with off in (35a). The
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locative object variant in (35b) takes the locational direct object but it rejects the locatum

object marked with of, unlike the clear-class in (33b).

2.4.1.4. swarm-class

Swarm-class verbs consist of intransitive verbs as in (36). The swarm-class is
semantically parallel to spray/load class in that the locatum occupies the location. A
locative variant of the swarm-class verb takes the locatum as the subject, and takes the
location as the prepositional object marked with in as in (37a) while a with variant takes the
location as the subject, and takes the locatum as the oblique object marked with with as in

(37b).

(36) Alternating Verbs
blink, splash, drip, echo, bloom, dance, swarm, etc.
(37) a. Bees are swarming in the garden. (locative variant)
b. The garden is swarming with bees. (with variant)

(Levin 1993: 53-54)

As for the non-alternating verbs in this class, there are two types of behavior: a pattern
which allows with variant only, as in (38)—(39), or a pattern which allows locative variant

only, as in (40)—(41):

(38) Non-Alternating with Only
bristle, bulge, seethe
(39) a. *People are seething in the square.

b. The square is seething with people.
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(40) Non-Alternating Locative Preposition Only
cluster, collect, herd, etc.

(41) a. The cattle are herding in the pasture.
b. *The pasture is herding with cattle.

(Levin 1993: 54)

2.4.1.5. clear (intransitive)-class

Clear-class verbs correspond to the intransitive counterpart of clear-class verbs as listed
in 2.4.1.2. The locatum and the location alternate between the subject position and the
object marked with a preposition although they always appear as the objects in the
transitive counterpart. Interestingly, the of variant seems to be degraded when the location
marked with of overtly appears in (43b) while both the locatum and the location overtly

appear as the subject and the prepositional object in (43a).

(42) Alternating Verbs
clear, drain, empty

(43) a. Clouds cleared from the sky. (locative variants)

b. The sky cleared (?of clouds). (of variant) (Levin 1993: 55)

2.4.2. Japanese locative verbs

This subsection is dedicated to Japanese locative verbs and their variants.

2.4.2.1. Alternating verbs which have a movement component and “cover/fill”

semantics

The Japanese locative verbs show the similar syntactic behaviors and semantic
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classifications to the English locative verbs. Iwata (2008) argues that there are 30
alternating verbs in Japanese on the basis of Fukui, Miyagawa, & Tenny (1985), as shown
in the following four classes of verbs:
(44) Alternating verbs, parallel to English counterparts

a. nuru ‘smear’, haru ‘stretch’, maku ‘wind’

b. chiribameru ‘inlay’, mabusu ‘coat’

c. tsumeru ‘stuft’, umeru ‘bury’

d. moritsukeru ‘dish up’, yamamori-ni suru ‘heap up’, yamazumi-ni suru

‘pile up’

(45) Complex verbs

a.  maki-tsukusu ‘sprinkle-exhaust’, hari-tsukusu ‘put up-exhaust’

b.  hatte-iku ‘go-putting up’
(46) Alternating verbs which English counterparts do not alternate

a. mitasu ‘fill’, ippai-ni suru ‘make full’, tsumarasu ‘stick’

b.  kazaru ‘decorate’

c. chirakasu ‘clutter’
(47) Syntactically alternating verbs without the “cover/fill” semantics

a. kukuru ‘tie up’, shibaru ‘bind’, tomeru ‘fasten’, utsu ‘drive’

b. karameru ‘entwine’, aeru ‘dress’, mazeru ‘mix’

e

sasu ‘pick’, tsukisasu ‘stick’
d. iru ‘shoot’, ateru ‘hit’, butsukeru ‘throw’

(Iwata 2008: 204)

The examples in each class of verbs are reviewed in the following subsection.
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Alternating verbs, parallel to English counterparts
Iwata pointed out that the verbs listed in (44) are parallel to the counterparts in English

in that they appear in two variants; a locatum-object or a location-object.
(48) a. kabe-ni penki-o nuru (locatum-object)

wall-dat paint-acc smear

‘smear paint on the wall’

b. kabe-o penki-de nuru (location-objet)
wall-acc paint with smear

‘smear the wall with paint’

(49) a. kabe-ni kabegami-o  haru
wall-dat wall.paper-acc stretch
‘spread wall-paper on the wall’
b. kabe-o kabegami-de haru
wall-acc wall.paper-acc stretch
‘spread the wall with wall-paper’
(50) a. ude-ni  houtai-o maku
arm-dat bandage-acc wind
‘wind a bandage around the arm’
b. ude-o houtai-de maku

arm-acc bandage with wind
‘wind the arm with a bandage’

(Iwata 2008: 176-184)

The case of (48) is the examples of nuru ‘smear’, (49) is the ones of haru ‘stretch’, and (50)

is the ones of maku ‘wind’. In these examples, the variants in (48)—(50) are both acceptable
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and they are parallel to English spray/load-class in that they denote the putting action and
the addition of substance to the location.
Complex verbs

The verbs in (45) are suffixed with -tsukusu ‘up’ and -te iku ‘-ing go’, resulting in the
complex verbs. It can be observed that such suffixation contributes to the productivity of
Japanese locative verbs (Fukui, Miyagawa, & Tenny 1985, Kishimoto 2001, 2006, 2012

etc.). For example, maku ‘sprinkle’ can show the alternations when suffixing -tsukusu “up’

to the verb:
(51) a. mizu-o  hodou-ni maku
water-acc sidewalk-dat  sprinkle
‘sprinkle water on the sidewalk’
b.  *hodou-o mizu-de maku
sidewalk-acc water-with  sprinkle
‘sprinkle the sidewalk with water’
c. hodou-o mizu-de maki-tsukusu

sidewalk-acc water-with  sprinkle-exhaust
‘sprinkle the sidewalk completely with water’

(Iwata 2008: 188)

The example in (51c¢) suffixed with -tsukusu allows the location-object variant although the
original verb maku ‘sprinkle’ does not allow the location-object variant. It is argued that the
suffixes such as -tsukusu trigger the holistic interpretation necessary for the

container-object variant.
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Alternating verbs whose English counterparts do not alternate
The cases of (46) are not parallel to English cases in that their corresponding verbs in
English do not show the alternation. One of the sharpest contrasts is the case of full in

English and mitasu in Japanese:

(52) fill in English
a. *Bill filled water into the tank.

b. Bill filled the tank (with water).

(53) mitasu in Japanese
a. gurasu-ni mizu-o  mitasu
glass-dat water-acc fill

‘(lit.) fill water into the glass’
b. gurasu-o mizu-de mitasu
glass-acc water with  fill

“fill the glass with water’

The English verb fill cannot appear in the locatum-object variant as shown in (52a) while
the corresponding Japanese verb mitasu can appear in both the locatum-object and the
location-object frame as in (53a—b). This contrast is accounted for by the behaviors of the

adjective counterpart full in (54) and the intransitive counterpart michiru ‘be full’ in (55):

(54) a. *The water is full (in the glass).

b. The glass is full (of water).
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(55) a. gurasu-ga michi-te-iru.
glass-nom fill-STATE
‘The glass is full.’
b.  mizu-ga michi-te-iru
water-nom fill-STATE
‘(lit). The water is full.’

(Iwata 2008: 196)

In (54b), fill can be predicated of the location object the glass, not but the locatum the
water. The behaviors in (52) with the transitive verb fil/ show parallel behavior to these
ones. This is because fill derives from its adjective full, which means ‘to cause to become
full’, so the property of selectional restriction is inherited from the adjective full to the
transitive verb fill. On the other hand, mitasu in Japanese is etymologically related to its
intransitive form michiru, which takes both the container and the content as its direct object
as in (55). It follows from this contrast that the differences between the possibilities of
alternation in English/Japanese are due to the differences in such derivational point.
Syntactically alternating verbs without the “cover/fill” semantics

Iwata points out that there is a class, which superficially shows the alternation but does
not involve the “cover/fill” semantics. Then he argues that verbs of such a class are not

strictly regarded as the case of locative alternation.

(56) kukuru ‘tie up’
a. ki-ni nawa-o  kukuru
tree-dat rope-acc tie up

‘tie rope around the tree’
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b. ki-o nawa-de kukuru
tree-acc rope with tie up

‘tie the tree with rope’

(Iwata 2008: 200)

Kukuru ‘tie’ denotes attaching action of the locatum to the location, resulting in a

functional unity between the objects although the rope attached does not cover the entire of

the tree.

(57) karameru ‘entwine’
a. soosu-o nikudango-ni karameru
sauce-accmeatball-dat  entwine
‘entwine sauce around a meatball’
b. nikudango-o soosu-de karameru
meatball-acc sauce with entwine

‘entwine a meatball with sauce’

(Iwata 2008: 202)

This type of verb like karameru ‘entwine’ is unlike kukuru ‘tie’ in that the unity of the

locatum and the location is so strong that they are inseparable.

(58) sasu ‘prick’
a. hari-o ude-ni  sasu
needle-acc  arm-dat prick

‘prick a needle in one’s arm’
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b. ude-o hari-de sasu
arm-acc needle with  prick
‘prick one’s arm with a needle’

(59) iru ‘shoot’

a. ya-o mato-ni  iru
arrow-acc target-dat shoot
‘shoot an arrow at a target’

b. mato-o yva-de iru
target-acc arrow with  shoot
‘shoot a target with an arrow’

(Iwata 2008: 200-203)

These classes of verbs denote an action in sticking manner in (58) and a hitting manner in
(59), resulting in damage to the location. Both actually include a change-of-state, but it
does not correspond to “cover/fill”. Iwata defines this “cover/fill” semantics as an essential
component in the alternation as discussed in section 2.3, so he does not regard the examples

like (58) and (59) as the cases of the alternation.

2.4.2.2. Alternating verbs which denote a removal event

Unlike the locative verbs listed in Levin (1993), the removal verbs such as wipe- or
clear-class are not included in Iwata (2008). Some removal verbs are treated as alternating
ones in Fukui, Miyagawa & Tenny (1985) and Kishimoto (2001, 2012, 2015) although the

case-marking pattern is different from Japanese spray/load class.
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(60) katazukeru

a. teeburu-kara sara-o katazukeru
table-from dishes-acc clear
‘clear dishes from the table’

b. *teeburu-o  sara-de katazukeru

table-acc dishes-of clear

‘clear the table of dishes’

c. teeburu-okatazukeru
table-acc clear
‘clear the table’

(Fukui, Miyagawa & Tenny 1985: 62, Kishimoto 2001: 104)

The locatum-object example in (60a) takes the locatum as the accusative-marked object and
the location as the prepositional object which has -kara ‘from’. The location-object
example in (60b) does not allow a realization of the locatum unlike the English counterpart
takes it as the abstrument-marked object, and thus the variant without the locatum in (60c)
is allowed. This is because Japanese lacks an abstrument marker corresponding to of,
precluding the variant with the accusative location and the abstrument locatum such as

clear the table of dishes.

2.4.2.3. Examples of unacceptable alternations with alternating verbs

So far the comparison/contrast between locative verbs in English and Japanese has been
reviewed. As shown above, the alternating verbs show the instantiations of two variants,
but it should be noted that some cases are unacceptable even if alternating verbs are used.

The following examples show unacceptable examples in the location-object frame with
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nuru ‘spread’, haru ‘put up’, and maku ‘wind’, listed as the alternating verbs in Japanese:

(61) nuru ‘spread’
a. pan-ni  bataa-o nuru
bread-dat butter-acc smear
‘spread butter on the bread’
b. ?pan-o bataa-de nuru
bread-accbutter with ~ smear
‘spread the bread with butter’
(62) haru ‘put up’
a. kabe-ni kabegami-o  haru
wall-dat wall.paper-acc put
‘put up the wall-paper on the wall’
b.  ?*kabe-o kabegami-de haru
wall-acc wall.paper with  put
‘put up the wall with wall-paper’
(63) maku ‘wind’
a. yubi-ni ito-o maku
finger-dat thread-acc wind
‘wind thread around a finger’
b.  ??ubi-o ito-de maku
finger-acc thread with ~ wind

‘wind a finger round about with thread’
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2.4.2.4. Disagreements in acceptability judgments

As for the alternating/non-alternating judgments, there are disagreements among the
researchers. For example, Takami & Kuno (2014) suggest that the location-object variant in
(51c) with maki-tsukusu ‘sprinkle up’, repeated here as (64b), is unacceptable, contrary to

the judgments given by Iwata (2008):

(64) a. mizu-o  hodou-ni maki-tsukusu
water-acc sidewalk-dat sprinkle-exhaust
‘sprinkle water on the sidewalk’
b. hodou-o mizu-de maki-tsukusu (Iwata: acceptable / Takami &Kuno: *)
sidewalk-acc water-with  sprinkle-exhaust
‘sprinkle the sidewalk completely with water’

(Iwata 2008: 188, Takami & Kuno 2014: 158)

The root verb maki- corresponds to the English alternating verb sprinkle and it should
involve a movement of substance to the location and a change of state, but the example in
(64b) is regarded as unacceptable according to the judgments provided by Takami & Kuno.

Furthermore, another case may cast doubt on the definition of the alternation. Takami &

Kuno point out that the example such as aeru ‘dress’ does not show the alternation:

(65) aeru ‘dress’
a. goma-o kyuuri-ni aeru
sesame-acc  cucumber-dat dress

‘dress sesame into pieces of cucumber’
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b. kyuuri-o goma-de aeru
cucumber-acc sesame with dress
‘dress pieces of cucumber with sesame’

(Iwata 2008: 201)

By contrast to Iwata’s judgment, Takami & Kuno argue that their judgment is due to an
unclear distinction between the locatum and the location. In (65) kyuuri ‘cucumber’ appears
as the location while goma ‘sesame’ appears as the locatum with respect to the syntactic
position. Takami & Kuno argue that the location object works together with the locatum
one as mixed ingredients, so this location object does not play a role as a pure location.
This is the case for other similar verbs, such as mabusu ‘coat’, karameru ‘entwine’, mazeru

‘mix’, which are often used in a cooking context.

2.5. Summary

In this chapter, I outlined the previous theoretical approaches to locative alternation.
Three main approaches discussed here were as follows: the lexical rule approach, the
construction grammar approach, and the lexical-constructional approach. Lexical approach
takes the verb meaning as an important factor governing the alternation. If the verb
involves a movement, the verb meaning is tied with a thematic core associated with a
syntactic frame [NP V NP to NP]. On the other hand, if the verb involves a change-of-state
of the location, the verb meaning is tied with a thematic core associated with the other
syntactic frame [NP V NP]. These two patterns of syntactic realization are mediated
through a lexical rule, resulting in the alternation. In the construction grammar approach,
the fuse of the constructional meaning and verb’s specific meaning leads to the alternation:

there are two ways to associate the event participant roles, which is specified by a verb,
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with the argument roles, which is specified by a construction. Locative alternation occurs
when the participant roles of the verb are associated with a caused-motion construction and
a causative construction followed by with construction. The Lexical constructional
approach by Iwata (2008) is based on the construction grammar approach. This approach is
characterized by incorporating (i) a detailed verb meaning and (ii) the lower-level
constructions into a model of sanction of the construction. The alternation is attributed to
two verb-specific constructions in which the verb appears.

Finally, I compared the classifications of the locative alternation verbs in English and
Japanese. There is an overlap of the alternating verbs between two languages, where
Japanese alternating verbs include the class like spray/load and the removal class, just like
English ones. Furthermore, what is special to the Japanese alternating verbs is that a suffix
-tsukusu ‘up’ may promote the non-alternating verbs to the alternating ones. Additionally,
the acceptability judgments on each case depend on the choice of the object NPs, so there
are disagreements over the classification of the alternating verbs.

However, two questions arise. First, can the theoretical approaches account for an
online processing of the alternation? In particular, it is doubtful that the theoretical
approaches can account for the locative alternation in SOV languages such as Japanese.
The three approaches as reviewed above are associated with the idea that two meanings are
somehow built around an alternating verb, i.e., a head-driven idea. These approaches seem
to be definitely compatible with SVO languages such as English because the preceding
verb approves the frames to follow. On the other hand, the verb in SOV languages such as
Japanese follows the objects, so the speakers cannot make use of the verb meaning to
decide the possibility of the alternation until the verb appears. Second, because there are
disagreements regarding the judgments on the alternation data, a better-controlled

examination of the acceptability judgments for the alternating/non-alternating verbs is
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necessary. In connection with these questions, I will further show previous experimental

studies on the alternation, including the corpus studies and behavioral data.
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Chapter 3. Previous Experimental Studies

This chapter is dedicated to a review of previous experimental studies on the
locative alternation. In section 3.1, I review Carlson & Tanenhaus’s (1988) processing
study in English about a lexical ambiguity and a thematic ambiguity. Section 3.2
discusses Gropen, Pinker, Hollander & Goldberg’s (1991) study regarding children’s
acquisition of the locative verbs through a forced-choice task and elicitation. Section
3.3 describes a fMRI study by Christensen & Wallentin (2011) dealing with a
difference in a syntactic processing and a brain activation between the two variants of
the alternation in Danish. In section 3.4, I review a corpus study by Wojciench (2014)

in Spanish and Polish locative alternation.

3.1. Judgment study: Carlson & Tanenhaus (1988)

In Carlson & Tanenhaus (1988), constructional approach is supported by the difference
in the grammatical judgments and its reaction time between lexically ambiguous sentences
and locative alternation sentences. First, they distinguished sense ambiguities from
thematic ambiguities. Sense ambiguities are exemplified in set, which has two different
sense “to place” and “adjust (as a clock)”. An example of thematic ambiguities like load
the truck can be interpreted in such a way that (i) the truck is a place to be loaded, or (ii) the
truck is loaded to somewhere, although the core meaning of load in both cases are kept
constant. In their prediction, lexical access would activate multiple senses and sets of
thematic roles. As for the multiple senses, the appropriate (or most frequent) sense would
remain active on the basis of the context while the others become inactivate. On the other
hand, as for a thematic ambiguity, the provisional thematic roles would be assigned to each

argument incrementally, and the other inappropriate roles would be inactivated while they
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were still available in the discourse model. These predictions would lead to the following
consequences: if readers try to resolve the sense of ambiguous word based on the context,
such a reanalysis (which is called reprocessing, in Carlson & Tanenhaus) should be costly.
However, when readers try to resolve the thematic ambiguity, reassignment cost of the
thematic roles would be relatively less than that of sense ambiguities because (i) the core
meaning of the verb is constant between the alternatives of the thematic assignment, so they
would not retrieve the lexical sense from the verb senses, and (ii) these alternative thematic
roles are kept activate. In order to examine these predictions, the authors conducted a
judgment study and examined the reaction time. They included the items in their material
examples as shown in (66) and (67). The sets in (66) show the items for sense ambiguity,

and the ones in (67) shows the items for thematic ambiguity:

(66) sense ambiguity

a. Bill set the alarm clock for six in the morning.  (Preferred sense / item)

b. Bill reset the alarm clock for six in the morning. (Preferred sense / control)

c. Bill set the alarm clock onto the shelf. (Less-preferred sense / item)
d. Bill put the alarm clock onto the shelf. (Less-preferred sense/ control)

(67) thematic ambiguity

a. Bill loaded the truck with bricks. (Preferred sense / item)

b. Bill filled the truck with bricks. (Preferred sense / control)
c. Bill loaded the truck onto the ship. (Less-preferred / item)

d. Bill drove the truck onto the ship. (Less-preferred / control)

According to the authors, the examples in (66a,c) both include set as the main verb, but

each set denotes the different action: set in (66a) means an action of adjusting the alarm in
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such a way that it goes off at a certain time while set in (66¢) means putting action on the
alarm. Thus, it can be said that set has two possible meaning, i.e., lexical ambiguity. The
examples of reset in (66b) and put in (66d) are the unambiguous counterparts to (66a) and
(66¢). On the other hand, the examples in (67a, ¢) show thematic ambiguity in such a way
that /oad in (67a, c) has two possible assignments of thematic roles to the truck: the first
candidate is to assign location role to the truck as in (67a), which corresponds to the
location-object sentence in (67b) with fill. In this interpretation, the truck is regarded as a
container onto which bricks are loaded. The second candidate is to assign the theme role to
the truck as in (67c), which corresponds to the assignment in (67d). In these interpretations,
the truck is interpreted as a content to be loaded. So the truck can be as the location or the
theme object in the examples in (67). The author’s assumption was that lexical ambiguity
as shown in (66a, c) incurred larger reanalysis cost when an unambiguous context followed
to the target word than the case of the thematic ambiguity as shown in (67a, ¢). The
participants were exposed to the material sentences on a computer screen, and were asked
to judge if the sentence made sense as fast as possible. The judgments and the reaction
times for them were measured.

First, the sense ambiguity items as in (66a, c) took longer to comprehend than the sense
controls as in (66b, d). In addition, the rate of the judgments of ‘make sense’ in the
sense-ambiguous items were less than their controls (items: 77%, controls: 94%). By
contrast, the reaction time for the thematic-ambiguous items as in (67a, ¢) were not
significantly greater than the thematic controls as in (67b, d), as well as their judgments
(items: 92%, controls: 93%).

Within the less-preferred sense-ambiguity condition as in (66¢-d), it took longer to
comprehend the items than the controls. On the other hand, in the case of the less-preferred

thematic ambiguities as in (67c—d), the reaction time for the items was slightly greater than

42



the controls, although it was not as long as the reaction time for the sense ambiguity
condition.

From these results, it was concluded that there was a difference in the processing cost
between sense ambiguity and thematic one, and it was easier to reanalyze the thematic
ambiguity than the lexical one although the authors showed just raw reaction times and the
percentage. The results of this experiment supports the construction approach in that the
uses of the different type of the constructions are not due to the sense ambiguity, and the
meanings of the alternating verb is kept constant even in the different constructions. Also,
this conclusion would lead to the assumption that the processing difficulties between the
two constructions in locative alternation would be reduced to the property of the

constructions.

3.2. Forced-choice and Elicitation: Gropen, Pinker, Hollander &
Goldberg (1991)

Gropen, Pinker, Hollander & Goldberg (1991) examined children’s acquisition of
semantic interpretation of locative verbs such as fill/pour and the production in the
appropriate syntactic frames. As for the acquisition of the uses of locative verbs, it is
known that children have more difficulty acquiring the semantics of change-of-state than
that of change-of-location, and the misuse of the container-verb in the content-form, e.g.,
fill water into a glass, is more frequent than the content-verb in the container-form, e.g.,
pour a glass with water (Bowerman 1982, Pinker 1989, Gentner 1975, 1982). The authors
suggest that such errors are due to the misinterpretation of the verb meaning, i.e., the
semantic component about which object is directly affected and is mapped to the direct
object. This linking rule is called the affectedness linking rule by them, and it is treated as a

universal linking rule. Provided that the affectedness linking rule is acquired by children
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and is applied to a production of locative alternation, there might be a correlation between
the semantic interpretation of the locative verbs and their appropriate use: if they acquire
the appropriate semantics of the locative verbs, they could produce the sentence with the
adequate direct object. An elicitation task and a forced-choice task were conducted in order
to address the following questions: (i) whether the error of the container-verb in the
content-form like fill water into a glass was produced more than the other type of errors in
the elicitation task, (i) whether they misinterpreted the verb semantics in the forced-choice
task where the children were asked to select the picture representing locative events, and
(111) whether there was a relation between the syntactic error and the semantic error. In
particular, they attempted to examine whether the children who misinterpreted the
semantics of fi// would produce the sentence with fi/l in the content-form.

In the forced-choice part, the participants were exposed to a picture, which consisted of
one panel of the manner component and the other panel of the result state component as
shown in Figure 7-9. In each picture, the manner part was displayed on the left while the
result was on the right within the picture. For example, Figure 7 shows the
‘pouring-spilling’ component in such a way that in the first panel a woman trying to pour
water of a pitcher to a glass was drawn, and in turn, in the second one there was an empty
glass in a sink, indicating that she spilled the water. As the other pattern, Figure 8 shows
‘dripping-filling’ component, where a woman turning on a tap was drawn in the first panel
indicating a manner of dripping while the glass in a sink is full in the second panel. The
experimenters started with introducing an ambiguous picture as in Figure 9 with
pouring/filling component to the participants. Here they explained the conventions of the
pictures, which include the manner part in the right while the result part in the left, and
made the participants familiarize with the verb meaning. After that, the experimenters

asked children and adults to select which of two pictures was more adequate to a given verb
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meaning. For example, in the case of fill, it specifies a change-of-location and thus Figure 8

would be preferred over Figure 7.

Figure 8. A picture of ‘dripping-filling’
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Figure 9. A picture of ‘pouring-filling’

(Gropen et al 1991: 123-124)

The results showed that children interpreted that a pouring manner was necessary. A
significant number of the youngest and mid-aged children were likely to show the bias
towards a pouring manner interpretation as the most important component even for the
container-verb (e.g., fill).

In the elicitation task, the participants were asked to describe the scene pictures used in
the forced-choice task. As for the child participants, the experimenters explicitly to the
appropriate form by suggesting which argument should be the direct object in production.

The results revealed that the children who showed the bias toward pouring as the
important component of fill produced more content-object sentences with fi// than the
children who showed no bias toward pouring manner.

From these results in the two types of experiments, the authors assumed that children
were likely to make syntactic errors if they misinterpreted the meaning of the locative verbs.
The authors attributed these findings to the sensitivity to manner-of-motion more than
change-of-state, as reported by Gentner (1978), and the overapplication of the
manner-of-motion construction where the content is regarded as the affected object and it

appears as the direct object. Through the affectedness linking rule, children are prone to
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misinterpret that the affected object is the content even in the case of the verbs like fill, so
they also tend to misinterpret that the content-object form is acceptable.

This conclusion indicates that the verb semantics closely correlates with the
productivity of the construction and the verb semantics is an essential factor. On the other
hand, there is a preference of the overapplication to manner-of-motion. So this means that
there exists an asymmetry between the motion and the change-of-state in the production

data.

3.3. fMRI study: Christensen & Wallentin (2011)

Christensen & Wallentin (2011) examined that a syntactic difference in the
constructions in Danish locative alternation showed the different activation for the
processing cost in LIFG (left inferior frontal gyrus) through fMRI study. LIFG activation is
known to be associated with a syntactic complexity such as word-order difference and
semantic anomalous. In particular, LIFG activation is assumed to result from an interaction
of the word-order and thematic hierarchy. A thematic hierarchy is a hierarchy of thematic
role’s saliency, where the agent is more salient than the experiencer, and so on.
Furthermore, such a thematic hierarchy is projected to the syntactic relation, e.g., the agent
appears as the subject. In locative alternation in SVO languages, there is a crossed mapping
of a linear-word order and the thematic saliency. For example, a Content-locative such as
Jack sprayed paint on the wall includes the order of Agent > Theme > Goal while a
Container-locative such as Jack sprayed the wall with paint includes the order of Agent >
Goal > Theme. On the basis of the thematic hierarchy where the agent ranks over the theme
and in turn the theme ranks over the goal, the container-locative sentence shows the crossed
mapping in that goal precede theme shown in (68), unlike the order of the Content-Locative

sentence.
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(68) Crossed mapping between the thematic hierarchy and each construction

Content-Locative: Jack sprayed [np1 paint] on [np2 the wall]
R v

Thematic Hierarchy:  Agent > THEME >  GOAL
A

Container-Locative: Jack sprayed [np2 the Wall] with [xp1 paint]

(Christensen&Wallentin 2011: 1623)

They hypothesized that these contrasts of the construction might trigger the different LIFG
activation.

In their fMRI study, participants were asked to judge whether the sentences made sense
or not, while their brain activation was also measured. The material sentences in Danish
consisted of the Content-Locative construction and the Container-Locative construction
with (1) the alternating verbs, e.g., spray/load in English (type A), (ii) the verbs which show
the compatibility with the Content-Locative only, e.g., pour in English (type B), and (iii)
the verbs which show the compatibility with the Container-Locative only, e.g., cover in
English (type C).

As for an analysis of acceptability judgment data, the results showed that there was a
significant main effect of the verb type and a significant interaction between the verb type
and the Construction type. This is because the verb of type A showed a larger acceptability
ratings than the other two types, where type A allows both types of constructions whereas
one of the two constructions in type B and C is unacceptable. The interaction between verb
type and construction type was also caused by such asymmetries among the properties of

the three verb types: type B does not appear in the Container-Locative construction and
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type C does not appear in the Content-Locative one.

By contrast, in an analysis of the reaction time, there was a significant main effect in
the construction type in such a way that the response time for the Container-Locative was
significantly longer than the other construction. This main effect was significant within
type A where there were no significant differences in the acceptability judgments.

Finally, fMRI results showed that there was a main effect of construction in such a way
that Container-Locative construction triggered more activation in LIFG, and a significant
interaction between construction type and verb type. From these results, the authors
concluded that the syntactic processing due to the thematic hierarchy mapping and the
semantic anomalous are reflected on the acceptability judgment and the increased
activation in LIFG. This study suggests that there is an asymmetric processing behavior
between the two constructions in locative alternation, at least in SVO language. Again, the
asymmetric behavior would be reduced to the constructional property like the different type

of thematic hierarchy mapping.

3.4. Corpus study: Wojciench (2014)

Wojciench (2014) examined whether there is a difference in behavior in corpus data
between Polish and Spanish. The author showed the examples of Spanish in (69) and Polish
in (70), and it was striking that there was a difference in behavior of a preposition in the

change-of-location constructions (T-type constructions) between Spanish and Polish:

(69) Spanish
a. (..)cargo sus libros en varias cajas de carton (...). (change-of-location)
loaded-3.SG his books in several cardboard.boxes

‘(...) he loaded his books into several cardboard boxes (...).’
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b. Juan cargo el carro con heno. (change-of-state)
John loaded the cart with hay

‘John loaded the cart with hay.’

(Wojciech 2014: 869-870)
(70) Polish
a. Jan wiladowat siano na woz. (change-of-location)
John W-loaded-pfv hay-acc on cart-acc

‘John loaded the hay onto the cart.’

b. Jan zatadowal woz sianem. (change-of-state)
JohnZA-loaded-pfv cart-acc hay-ins
‘John loaded the cart with hay.’

(Wojciech 2014: 872)

In the Spanish variants in (69a), the change-of-location construction takes en ‘in’ as
their locational preposition, although a directional preposition like fo cannot appear. On the
other hand, Polish examples show the corresponding behavior to English
change-of-location pattern: in (70a), the change-of-location sentence takes the
accusative-marked object siano ‘hay-acc’ and the other accusative-marked location object
woz ‘cart-acc’, accompanied with a directional PP na ‘on’. However, in both
change-of-state examples, the locatum NPs are accompanied with con ‘with’ in (69b) and

the instrument marker in (70b). Wojciech assumed that such a difference is derived from a

typological difference, i.e., a verb-framed language and a satellite-framed language. The

50



verb-framed language, Spanish, encodes path in a verb and a manner is conflated with the
motion verb while the satellite-framed one, Polish, encodes the manner in the verb and the
path component is encoded in a satellite, i.e., a particle, prefix, and so on. As for the
change-of-location construction, the satellite-framed languages are more accessible to the
construction than the verb-framed ones because they are compatible with the directional PP
as the satellite constituents.

The predictions in this study were as follows: (i) Polish alternating verbs would not
show the frequency differences between the change-of-location and the change-of-location
construction patterns. On the other hand, as for Spanish alternating verbs, there would be
less frequency in the change-of-location than the other pattern. That is, Spanish would
show an asymmetric distribution for the types of the constructions. However, (ii) there
would be an exception for cargar ‘load’, one of Spanish alternating verbs. This verb
denotes more abstract manner by means of a three-dimensional location unlike other types
of alternating verbs, therefore this verb would frequently appear in the change-of-location
construction more than the other verbs. In order to test these predictions, the author
examined the Corpus de Referencia del Espanol Actual and the National Corpus of Polish.

The results revealed that the number of frequency of the change-of-location
construction in Spanish was significantly lower than Polish, due to the difference between
the verb-framed and the satellite-framed language. Additionally, the difference of the
specificity of an encoded manner evoked the difference in the frequencies between the two
constructions: the change-of-location sentences with cargar in Spanish showed the higher
frequency than the change-of-state sentences although the other verb classes showed strong
frequency for the change-of-state sentences. In the same way, in Polish, the verbs with
more abstract manner, like Zadowaé ‘load’, showed the higher frequency in the

change-of-location construction than the verbs with more specific manner. To sum up,
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there was a tendency that a satellite-framed language, Polish, could approve the
change-of-location constructions more than a verb-framed language, Spanish, although the
distributional relation between the two constructions was common: the change-of-state
pattern more frequently appeared in both languages. Nevertheless, the verb class with more
abstract manner frequently appeared in the change-of-location more than the other class

both in Spanish and Polish.

3.5. Summary

In the present chapter, I have reviewed the experimental studies about the locative
alternation. First, the processing study by Carlson & Tanenhaus (1988) in section 3.1
revealed that there was a difference in reaction time between a lexical ambiguity like set
and a thematic ambiguity included in the locative verb, supporting the idea in that locative
alternation is not due to the different sense of the locative verb but the different thematic
assignment. The thematic relation is reanalyzed when the less-referred assignment is
encountered, resulting much processing cost. Gropen et al (1991) in section 3.2 conducted
a forced-choice and an elicitation task for child participants, showing that there was an
interaction between acquisition of semantics of the locative verbs and its syntactic use, in
such a way that the container-object verb like fill was likely to be produced in the
content-object frame when the children misinterpreted the meaning of fill as the verb
requiring the manner of motion. Section 3.3 was dedicated to the fMRI study in
Christensen & Wallentin (2011). The authors found that a syntactic difference in the
alternation variants in Danish triggered the different activation for processing cost in LIFG
because the container-object variant includes a crossed mapping of the thematic hierarchy,
and it triggered stronger activation in LIFG and its reaction time were longer than the

content-object variant. Finally, corpus study for Polish and Spanish in Wojciench (2014)
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was introduced in section 3.4. This study dealt with the satellite-framed language such as
Polish and the verb-framed language such as Spanish. From the corpus data, it revealed that
Polish allowed more change-of-location constructions than Spanish. This was due to the
difference in the language structure, i.e., the satellite-framed language takes advantage of
the directional component as a preposition.

The experimental studies using the various methods introduced in the present chapter
suggest that the two variants in the locative alternation are not symmetric with respect to
production and comprehension, unlike the ideas proposed by theoretical approaches that the
variants are switchable through a linking rule. In particular, the T-type construction (might
be called as locatum-object, or change-of-location) variants were easier to process than the
other variant. As discussed in chapter 2, the change-of-location specified by the T-type
variant is regarded as an initial event in an event denoted by locative verbs. Actually, in the
semantic structures or LCS proposed by many previous studies (Pinker 1989, Kageyama
1997, Levin & Rappaport 1998, etc.), the component of change-of-location precedes the
one of change-of-state, although in the structure of the container-object variant, the
component of a change-of-location is deeply embedded. So it is natural that the T-type
variants are easier to process because speakers are easily accessible to the
shallow-embedded change-of-location meaning, which is an initial event component
denoted by the locative sentence.

Conversely, it could be pointed out that the L-type construction (might be called as
location-object, or change-of-state) variant was more restricted. As analyzed above, the
semantic structure of the L-type variant is more complex than the one of the content-object
because it specified an initial change-of-location component in the deeper level, resulting in
much processing cost.

The question arises as to whether such differences in experimental data of the SVO
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languages between the two variants are observed in SOV languages such as Japanese. As
mentioned in chapter 2, provided that the verb meaning is exclusively centered on the
possibility of the alternation, the SOV speakers cannot judge the wvalidity of the
constructions until the verb appears in the sentence. If so, their processing behavior would
be the same even when the preverbal objects appear in the different constructions. On the
other hand, if the speakers show the different processing behavior for each construction, it
could be said that they take advantage of the preverbal components to decide the validity of
the constructions.

In order to address these problems, I conducted four acceptability judgments and five
self-paced reading studies on two types of the theme/location alternation in Japanese,
locative alternation and bump alternation. Through the online and offline experiments, I
attempted to empirically examine whether there is an asymmetric behavior between the two
constructions even before head information is available, and what factor interacts with the
acceptability judgments and processing cost. The next chapter is dedicated to the locative
alternation: the locative verbs as mentioned in the literature were classified into three
classes: a class of alternating verbs and two classes of non-alternating verb. Based on these

classifications, the self-paced reading studies were conducted using the attested verbs.
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Chapter 4. Experiments

In the previous chapters, I have reviewed both theoretical approaches and experimental
approaches to the locative alternation across languages. Some previous theoretical studies
examine what kind of verbs allows the alternation, providing a list of alternating verbs and
their acceptability judgments in the two constructions. As pointed out in section 2.4, the
locative verbs in such a list, however, vary among the studies. Furthermore, most of the
experimental studies, at least the ones reviewed in Chapter 3, do not pay close attention to
the classification of the verbs. For example, Christensen & Wallentin (2011) examined the
differences in processing each variant of the locative alternation in Danish via fMRI study
(see section 3.3). Their study included both alternating and non-alternating verbs like smear,
pour, and fill while they did not show the criteria for the classification of the verbs. That is,
the fundamental problem in the experimental study on locative alternation is that there are
few studies examining what verbs are alternating. Therefore, in the current thesis, I start
with examining which verbs are allowed in which constructions. So the first research

question is as follows:

(1) Which verbs are alternating and which ones are non-alternating, i.e., which verbs

can appear in the T-type construction or the L-type construction, or both?

In order to address these problems, I first conducted norming studies to examine the
acceptability judgments on the locative alternation, using the verbs previously categorized
as alternating or non-alternating, as well as the marginal ones. If both variants were judged
equally acceptable for a certain verb, it would be regarded as alternating. The verb would

be classified into a class of T-oriented verb if the T-type variant were significantly more
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acceptable than the L-type variant. On the other hand, the verb would be classified into
L-oriented verb if the L-type variant were significantly more acceptable than the T-type
variant. Here ‘T’ in T-oriented stands for Theme, which is the direct object in the T-type
construction, and ‘L’ stands for Location, which is the direct object in the L-type
construction.

The next research question would be as follows:

(i1) Is the possibility of the alternation exclusively determined by the verb semantics,
even in the case of the SOV languages such as Japanese? In particular, is the

decision on the alternation delayed until the verb appears in Japanese?

As for the online sentence comprehension, Pritchett (1992) argues for a head-driven
account in head-final languages including Japanese. In this account, the assignment of
theta-role to each argument is left underspecified until the verb appears. If this is on the
right track, then the difference between the constructions would not affect sentence
processing load until the verb is encountered. However, there is much evidence that
pre-head parsing works in SOV language such as Japanese (Kamide & Mitchell 1999,
Kamide et al 2003, Miyamoto 2002, Aoshima et a/ 2004, Nakatani & Gibson 2010, etc). I
argue that the pre-head parser works in the processing of locative alternation.

The following sections are dedicated to the experimental studies that deal with the
questions raised above. In section 4.1, I briefly review previous studies on head-driven
parser and pre-head parser in sentence processing. Then in section 4.2 [ contrast the
traditional offline method in linguistic survey like acceptability judgments with the
methods I adopted throughout the current study, i.e., a questionnaire and a self-paced

reading through an experimental platform website Ibex Farm and a Japanese
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crowdsourcing website Lancers. Then 1 introduce the merits of using crowdsourcing in a
linguistic experiment. In section 4.3, I report the results of two norming studies on the
classification of the verbs. Three SPR studies were conducted using the attested verbs.

These experiments are discussed in section 4.4 through 4.6'.

4.1. Processing of arguments in a head-final languages

In this section, I review previous studies including Pritchett (1992), and Kamide &
Mitchell (1999) to contrast head-driven processing with pre-head processing. Then I argue
that pre-head processing is applied to the case of locative alternation in Japanese. Section
4.1.2 is dedicated to literature review on how a difference between word-order patterns
affects sentence processing. I hypothesize that the preference for acc-2nd order is applied to

both constructions in locative alternation, following Koizumi & Tamaoka (2004).

4.1.1. Head-driven vs. pre-head processing

As for the application of head-driven view to the examples in Japanese, Pritchett argues
that there would be no attachment of the dative-marked NP to the structure in the sentences
in (71a-b) until the verb appears, and that this view is supported by the fact that neither

sentence induces a garden-path effect:

(71) a.  Dative -ni
Rex-ni  John-ga hanasi-ta.
Rex-dat John-nom speak-past

‘John spoke to Rex.’

! Earlier versions of some parts of this chapter have been presented at Linguistics Beyond and Within 2017
(Aoki 2017), the Tenth International Conference on Construction Grammar (Aoki 2018a), and the 34th
meeting of Konan English Literary Society (Aoki 2018D).

57



b.  Subject -ni
John-ni  nihongo-ga  wakaru.
John-dat Japanese-nom understand
‘John understands Japanese.’

(Pritchett 1992: 151)

As shown in (71a-b), there are two interpretations of -ni ‘-dat’ in Japanese: the
dative-marked NP Rex-ni in (71a) serves as a recipient to whom John spoke while the
dative-marked John-ni in (71b) serves as an experiencer subject. Following Pritchett’s
head-driven idea, the attachments cannot be made until the verb appears so the
interpretation of the dative-marked NP is not specified, which does not yield processing
difficulties. The structure is built and the ambiguity of the dative-marked NP is solved
when the verb licenses the dative-marked NP. If such a head-driven parser were applied to
the case of locative alternation, there would be no structural processing differences between
the T-type construction and the L-type construction before the verb appears, because both
patterns of the case-marked NPs in the constructions are not attached to the structure before
the verb.

However, some studies have revealed that structural processing starts before the verb is
encountered in a head-final language such as Japanese. Kamide & Mitchell (1999) argued
that the dative marked NP was likely to be attached to a main clause when the sentence had
an initial segments of three NPs marked with -ga -ni -ga ‘-nom -dat -nom’ in this order
even before the verbs appear. According to them, the dative marked NP in (72a) has two

possible interpretations:
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(72) a.

Globally Ambiguous (GA) condition

Kyooju-ga /' gakusee-ni |  toshokansisho-ga /|  kas-ita /

Professor-nom student-dat librarian-nom lend-past
mezurasii komonjo-o / mise-ta.
unusual ancient manuscript-acc show-past

‘The professor showed [HA: the student] the unusual ancient manuscript which

the librarian had lent [LA: the student].’

High Attachment (HA) condition

Kyooju-ga /' gakusee-ni |  toshokansisho-ga |  yabut-ta /

Professor-nom student-dat librarian-nom tear-past
mezurasii komonjo-o / mise-ta.
unusual ancient manuscript-acc show-past

‘The professor showed [HA: the student] the unusual ancient manuscript which

the librarian had lent [LA: the student].’

Low Attachment (LA) condition

Kyooju-ga /' gakusee-ni |  toshokansisho-ga /|  kasi-ta /

Professor-nom student-dat librarian-nom lend-past
mezurasii komonjo-o / yabut-ta.
unusual ancient manuscript-acc tear-past
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‘The professor showed [HA: the student] the unusual ancient manuscript which
the librarian had lent [LA: the student].’

(Kamide & Mitchell 1999: 646)

The first interpretation is that the dative marked NP is attached to the first kasita ‘lent’
in which case it is regarded as the goal in the embedded clause. The second possibility is
that the dative marked NP is regarded as the goal of the matrix verb miseta ‘showed’. They
call each interpretation Low Attachment and High Attachment. Following the head-driven
view, there would be no structural preference in these interpretations because the parser
delays all attachment decisions until the verb appears. On the other hand, the incremental
pre-head parser may prefer the High Attachment where the dative marked NP is attached to
the matrix verb miseta ‘showed’, because the pre-head parser may temporarily construct a
generic sentence-structure frame even before the head is encountered. It is supposed that
the pre-head parser retains a link of the first potential argument (i.e., the dative marked NP)
to the main verb to follow, making use of such a tentative generic structure, so the High
attachment may be preferred. They conducted a self-paced reading study in order to
examine how different the reading times would be between the three conditions in (72a-c)
at the two critical verb regions.

The results showed that a main effect of the condition was found at the matrix verb
region in such a way that the RTs for the LA condition were significantly higher than the
other two conditions while there was no difference between of the RTs for the GA
condition and the HA one. This indicates that the participants attempted to attach the
dative-marked NP to a structure associated with the matrix verb to follow. That is, the
participants preferred the high-attachment even before the matrix verb appeared. Therefore,

processing was more difficult when it turned out that the matrix verb could not be linked to
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the dative marked NP, which cannot be explained in terms of a head-driven parser.
Pre-head processing also evokes an anticipation of a specific type of events. Kamide,
Altmann & Haywood (2003) reported that the motion event was easier to anticipate when
the case-marking pattern of dative/accusative markers was presented. They conducted
eye-tracking studies using a Visual-World Paradigm to examine whether participants were
likely to look at the potential theme object after a nominative-marked subject and

dative-marked object were encountered. The material audio sentences were as follows:

(73) a. Weitoresu-ga kyaku-ni tanosigeni hanbaagaa-o hakobu.
waitress-nom customer-dat merrily hamburger-accbring

‘The waitress will merrily bring the hamburger to the customer.’

b.  Weitoresu-ga kyaku-o tanosigeni karakau.
waitress-nom customer-acc merrily tease
‘The waitress will merrily tease the customer.’

(Kamide, Altmann & Haywood 2003: 147)

They found that anticipatory eye-movement to the potential theme ‘hamburger’ started
when participants heard the dative object. This is because the dative-marked NP is
interpreted as the recipient after the nominative-marked NP appears. In turn, such an
interpretation triggers eye-movement to the potential theme, which participates in the
motion event.

The same mechanism might apply to the T-type construction in the locative alternation.
That is, a motion event in the T-type construction may be anticipated in advance because a

combination of the dative and the accusative leads to a movement event.
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I would also like to point out that the case markers in the L-type construction involve
semantic ambiguities that are not found in the T-type variant. There are at least two
possibilities for the interpretation of the oblique marked object in the L-type sentence:
theme object or instrumental. For instance, the interpretations of with in (74a) and in (74b)
seem to be different: the former corresponds to the theme while the latter corresponds to the

instrument:

(74) a. Patloaded the wagon with hay.
b. Pat broke the window with a hammer.

(Goldberg 2002: 14)
However, Goldberg (2002, 2006) points out that it is difficult to divide the uses of with into
either instrumental or non-instrumental. In other cases, there is an overlap between the

property of moved entity and the independent tool in (75a-d):

(75)

o

He wrapped the present with tin foil.
b.  She broke the fever with cool washcloths.
c.  She warmed the child with a blanket.
d. She loosened the cap with hot water.

(Goldberg 2002: 340)

The theme object in (75a—d) are manipulated as the independent instrument and as the stuff
moved to the other object simultaneously, so it is difficult to classify these uses of the with
NP into the theme or the instrument. She proposed that the theme and the instrument

commonly serve as the intermediary in the causal chain because these oblique NPs are
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manipulated by the subjects and play a role in the change of state denoted by the event. As
discussed in section 2.2, she argued that the intermediary is not essential to an argument
structure. If this view is adopted, the L-type construction of locative alternation is
considered to consist of a causative construction and an optional intermediary. This
optionality is contrasted to the dative object in the T-type construction (i.e., the
caused-motion construction in Goldberg’s approach) because the dative object is included
in its argument structure. Thus I assume that the combination of the accusative-marked NP
and the -de NP ‘with NP’ in Japanese triggers some processing difficulty of the L-type
construction.

My working hypothesis is that the processing differences between the constructions of
locative alternation would be found if the participants actually start expecting the verb to
follow using the NPs and the case markers, in a similar way to the findings of Kamide &
Mitchell (1999) and Kamide et al. (2003). In particular, the T-type construction would be
read faster than the L-type construction with respect to the combination of case marking if
the processing difficulty is reflected on the reading times. The case-marking patterns in the
two constructions share the accusative case, so their processing difference, if any, would be
due to the difference between -ni ‘-dat’ in the T-type construction and -de ‘-with’ in the
L-type construction: it is easier to specify the event type when the combination of
case-marking in the T-type is encountered than the L-type marking. Specifying the event
type facilitates anticipation for a verb to follow.

To sum up, the proposal for the first question of whether there is a processing
asymmetry between the constructions in locative alternation in Japanese is that they are
processed differently in such a way that the T-type construction is processed easier. Such a
processing asymmetry would be also reflected on the reading times in self-paced reading

studies.
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4.1.2. Word-order differences

The canonical word-order in Japanese locative alternation remains an open question.
Some examples mentioned in the previous studies were represented in the order of the
accusative-oblique marked NPs, others were in the order of the oblique-accusative marked
ones. There are no studies about the canonical word-order of Japanese locative alternation
as far as | am aware, and it may be the case that the disagreement of judgments on the
alternating verbs might be due to the differences in the word-order. In order to consider the
effect of word-order of in locative alternation, I briefly review the previous studies about
the word-order in general and its processing cost.

Japanese is a language allowing flexible word-order in a sentence as long as the verb is
clause-final, although it has been reported that the scrambled order triggers an increase of
processing cost. As for the increase of processing cost for scrambled sentences, the
following two assumptions are proposed: some previous studies (Chujo 1983, Miyamoto &
Takahashi 2002, Muraoka, Tamaoka, and Miyaoka 2004) propose that a scrambled
sentence requires more processing cost because the parser must look for a gap. Mazuka,
Itoh & Kondo (2002) propose that scrambled sentences must require more S-nodes to
process than its counterpart in canonical order, triggering processing cost.

With respect to the word-order difference and its processing cost, ditransitive sentence

is well studied. The examples of ditransitive sentence are as follows:

(76) a. John-ga Mary-ni sono hon-o mise-ta.

John-nom Mary-dat that book-acc show-past

‘John showed that book to Mary.’
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b. John-ga sono hon-o Mary-ni mise-ta.

John-nom that book-acc Mary-dat show-past

(Koizumi & Tamaoka 2004: 174)

In the examples of (76), the sentence consists of miseta ‘showed’ with its accusative
marked object (sono hon-o ‘that book’) and the dative marked object (Mary-ni). As shown
above, there are two possible orders. The default word-order of a ditransitive sentence has
been controversial. The disagreement on this matter may stem from (i) the disagreement in
the method, or (ii) the types of verbs included in each experiment.

Koizumi & Tamaoka (2004) conducted an experiment to examine whether native
speakers of Japanese take longer time to process ditransitive sentences in the acc-dat order
than those in the dat-acc order by using show-type verbs and pass-type verbs. It has been
argued that these verbs are different depending on which object NP promotes to the subject
position in the inchoative variants. In the case of the pass-type verbs, the dative marked
object in the transitive promotes to the object position when it takes the inchoative
corresponding example. On the other hand, the show-type verbs in the inchoative make the
accusative-marked NP promotes to the subject position. In Koizumi & Tamaoka’s study,
the participants were instructed to judge the plausibility of the Japanese ditransitive
sentence by pressing a Yes/No button. The reaction times for the judgments were measured
to examine whether there was a difference in reaction times in accordance with the
word-order of dative/accusative and the verb type {pass-type/show-type}. Their results
revealed that the RTs for the acc-second order sentences were significantly shorter than the
acc-first ones regardless of the type of the verbs. So they argue that the acc-second order in
Japanese ditransitive sentences is canonical while the acc-first is derived from the

acc-second one, regardless of the verb type. Therefore, they conclude that the acc-second
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order is canonical in Japanese ditransitive sentences.

As for the word-order of with-phrase, there is a suggestion that the with-phrase in
locative alternation has the optional status, rather than the argument. Iwata referred to the
example in (77a) from Goldberg (1995), and compared it with (77b). In (77a) with hay
follows the resultative sentence Joe loaded the wagon full. The example in (77b), where the

with hay precedes the resultative full, is unacceptable.

(77) a. Joe loaded the wagon full with hay.
(Goldberg 1995: 82)
b. *Joe loaded the wagon with hay full.
(Iwata 2008: 47)

The resultative construction is treated as a construction consisting of <agent, theme,
resultative> in Goldberg (1995). Thus it can be assumed that the example in (77a) consists
of the resultative construction and the intermediary with, in the same way that the L-type
construction consists of the causative construction and the intermediary with.

From these behaviors of the with phrase, I agree with the idea of Goldberg (2002, 2006)
that the intermediary with-phrase is not essentially included in the argument structure but
regarded as an optional element accompanied with the causative construction, whether the
with phrase in locative alternation is instrumental or not. Therefore an intervention of the
-de ‘with’ might trigger processing difficulty in the L-type construction if -de ‘with’ also
has the optional status. On the other hand, in the case of the T-type construction, -ni ‘-dat’
is related to eventive structure building because the dative marking is part of the argument
structure (Takezawa 1987, Sadakane & Koizumi 1995). So the effect of the intervention of

the dative-marked NP might not be stronger in the T-type construction than the case of the
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L-type.

Here our second research question is whether the word-order contributes to processing
difficulty in locative alternation including the ditransitive form. As for the effect of the
word-order on processing of the T-type construction, my working hypothesis is following
Koizumi & Tamaoka (2004): if the preference for the acc-2nd order applies to the locative
alternation, then the RTs for the acc-2nd order would be shorter than the acc-1st. On the
other hand, the effect of the acc-1st on the L-type construction would be found in such a
way that the acc-1st would trigger processing difficulty before the verb is encountered: this
is due to the combination of the accusative-marked NP and -de NP ‘with NP’. The
accusative-marked NP should be expected to be adjacent to the verb, so it would take more
processing load when the adjunct -de intervenes between the accusative-marked NP and the
verb. This is compatible with Goldberg’s argument structure as discussed in section 2.2,
where the L-type construction is treated as a causative construction and an optional
with-phrase.

In order to examine these problems, three self-paced reading studies were conducted
using (i) the alternating verbs, (ii) the T-oriented verbs, and (iii) the L-oriented verbs
attested in two norming studies. In the norming studies and the SPR studies, I adopted a
web-based method using a crowdsourcing website and an experimental hosting website.

The next section is dedicated to an introduction of such a web-based method.

4.2. Experimental Method

Before the experiment sections, I will briefly describe the comparison of web-based
methods with traditional offline methods. Through this dissertation I adopt the web-based
method using Lancers and Ibex Farm because the web-based method is advantageous in

time-effectiveness and cost-effectiveness compared with the offline methods.
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4.2.1. Offline Methods

Linguistic survey such as acceptability judgments is often conducted on a paper-based
way. In fact, the paper-based method does not require any special tools other than paper
and pencils. However, a lot of problems are also pointed out in the literature (Behrend,
Sharek, Meade & Wiebe 2011, Gibson, Piantadosi & Fedorenko 2011, Kohita & Miyamoto
2014, etc). From now on, I review some of the problems about traditional offline methods.
After that, I will move on to the experiment using an online method.

One problem is that a paper-based survey must be printed out. The more participants
the experimenter tries to distribute the survey to, the more time it would take. Additionally,
the answers from the surveys must be converted electronically into data points by hand, and
this procedure is also time-consuming, and error-inducing.

Reliability problem arises regarding the participant pools: Behrend et a/ (2011) point
out that sampling may be heavily biased because many researchers attempt to recruit
undergraduates or graduates as participants. That is, it is doubtful that such student
participants are truly random sampled from the language users.

Furthermore, in a paper-based survey, missing answers on their survey sheets
frequently occur, but it is difficult to avoid such a problem because it is conducted on a

paper and there is no way to alert it to them.

4.2.2. Online Methods: Crowdsourcing

The web-based method with crowdsourcing, however, can solve the problems shown
above. Crowdsourcing is a form that refers to the outsourcing to an open network (Howe
2006). The workers in such a network are recruited via Internet. Some tasks are handled by
multiple workers (e.g., a survey task) while others are done by a single worker (e.g., a

logo-design task). In the following studies, I used Lancers, one of the most popular

68



crowdsourcing websites in Japan with a large pool of participants. We can rapidly collect
big data in a shorter time and in a cost-effective way by making use of such a platform
(Gibson et al 2011, Kohita & Miyamoto 2014).

Lancers is the first crowdsourcing website in Japan, which was established in 2008.
Users can recruit participants for a variety of tasks such as copywriting, design, and
translation etc. Lancers is implemented with various templates for tasks and users can
construct the introduction page on Lancers without any special tools. For example, in the
case of a survey, we can put the material sentences on the template form and set a Likert
scale below each sentence. However, it is impossible to shuffle material sentences with a
Latin square design using Lancers’ built-in system. So it is better to use Ibex Farm together
with Lancers.

Ibex Farm is a linguistic experiment hosting website developed by Alex Drummond. It
uses JavaScript, which allows us to flexibly construct various types of experiments by
editing codes. Ibex can present materials in a Latin square design, so we do not have to
distribute sentences into multiple item lists like we have to when conducting
paper-and-pencil acceptability judgment questionnaires or surveys on Internet services
without a Latin-square function such as Lancers and Google Form.

In order to conduct an online experiment, I adopted the following flow: First, recruiting
participants was done on Lancers. Participants were asked to access the Ibex Farm
experiment page through a link given in the task page on Lancers. Then they participated in
the actual experiment tasks on the Ibex Farm, and were presented with a certification code
at the end of the experiment. This certification hash code was used to finalize the Lancers’
task page so that we could process the payment in Lancers. Compensation was paid for
each of the participants after the experimenter clicks “approve”. The experimenter could

refer to results on the Ibex mypage, and download CSV files of the results.
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In the next section, I report the results from two norming studies for SPR experiments.

4.3. Norming studies: Acceptability judgments on locative alternation
In order to classify the verbs according to the possibility of locative alternation, two
acceptability judgment questionnaires were conducted. The first experiment included 20

verbs and the second one included 16 verbs.

4.3.1. Experiment 1a: Norming Study 1

In Experiment 1a, I tested 20 verbs mentioned in the previous studies (Ito 2014, 2015,
Iwata 2008, Kawano 1997, 2009, 2011, Kishimoto 2001, 2006, 2012, 2015, Kuroda 2004,
Okutsu 1981, Takami & Kuno 2014).

4.3.1.1. Materials
The current experiment had 1 factor with 2 levels, namely the Construction factor

{T-type/L-type}. The list of the 20 verbs is shown below:

(78) nuru ‘smear’, oou ‘cover’, sosogu ‘pour’, mitasu ‘fillI’, maku ‘wind’, tsumeru
‘stuff’, kazaru ‘decorate’, tsumaraseru ‘stick’, chiribameru ‘inlay’, sasu ‘prick’, haru ‘put
up’, umeru ‘bury’, tsumiageru ‘pile up’, tsumu ‘pile’, tsumekomu ‘cram’, fukitsukeru

‘spray’, maku ‘sprinkle’, mabusu ‘coat’, moritsukeru ‘dish up’, chirakasu ‘clutter’

Material sentences each consisted of a verb, the subject, and two object NPs

(theme/location), as shown in (79):
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(79) a. T-type variant
Syokunin-wa penki-o kabe-ni nut-ta
Craftsman-nom paint-acc wall-dat smear-past

‘The craftsman smeared paint onto the wall.’

b. L-type variant
Syokunin-wa kabe-o penki-de nut-ta
Craftsman-nom wall-acc paint-obl smear-past

‘The craftsman smeared the wall with paint.’

In the T-type variant in (79a), the theme-object was suffixed with accusative case marker -o
while the location-object was suffixed with the dative case marker -ni, and the verb
followed these nouns. In the L-type variant as shown in (79b), the location-object was
suffixed with accusative marker while the theme-object is suffixed with oblique marker -de.
The order of the objects was kept constant in such a way that the acc-object NP preceded
the other object NP. The choices of the objects were mostly based on the examples in the

previous studies with slight modification. All the item sentences are shown in Appendix 1.

4.3.1.2. Participants and Procedure

Participants were 102 native speakers of Japanese, who were recruited via Lancers and
their mean of age was 43.1. 84 JPY was paid each for their participation. The participants
could access the questionnaire webpage through the link pasted in the description page in
Lancers after they applied to the current task. They started with an introduction, consisting
of a brief description of this study, a form to report the username and the age, and two

checkboxes to ask whether their native language is Japanese and whether they agree with
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the purpose of the study. Before the main questionnaire part, they were instructed to rate
each item quickly following their intuitions in the practice part. They were asked to judge
the naturalness of each sentence on a 7-point scale shown below the material sentence, by
clicking a box or pressing the key corresponding to each scale, where ‘1’ corresponded to
‘unnatural’ and ‘7’ to ‘the most natural’. After the questionnaire was completed, a
certification code was presented on the screen for the proof of completion. They had to
report their code in Lancers at the end of the task. Once all the participants’ codes were
submitted to Lancers and the experiencer approved them, the participants could receive
their compensation.

A total of 20x2 target sentences were evenly spaced using a Latin square design. Each
list also included 40 filler sentences, among which 12 sentences were unacceptable, 12
were acceptable, and 16 were from another experiment. A total of 60 sentences were

pseudo-randomly presented to each participant.

4.3.1.3. Results

Prior to the analyses, 5 participants were excluded from the data because their mean
ratings were two SDs away from the mean ratings of the acceptable fillers or the
unacceptable fillers. The participants might be unreliable if they answered the clearly
acceptable/unacceptable sentences in a significantly different way from other participants.
Therefore, the SD of the mean ratings for the filler sentences was used as trimming criteria.
A one-way ANOVA was conducted to compare the effect of the Construction type on the
mean ratings for each verb. The grand mean rating was 5.29, the mean rating of the T-type
construction was 6.15, and the mean rating of the L-type construction was 4.43. On the
basis of the result, the target verbs included in the materials were then sorted into the

following three categories: (i) the alternating class, which did not show the statistical
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significant differences between the acceptability for the T-type and the L-type frame, (ii)
the T-oriented class, whose T-type variant showed a higher acceptability than the L-type,
and (ii1) the L-oriented class, whose L-type variant showed a higher acceptability than the
T-type. The overall results are summarized in Table 1. The label “A”, “T”, “L” in Class

stand for (i) alternating class, (ii) T-oriented class, and (ii1) L-oriented class.

Table 1. The mean ratings in Experiment 1a

Verb T-type L-type Significance Class
nuru ‘smear’ 6.74 6.55 ns A
sosogu ‘pour’ 6.58 1.49 ook T
oou ‘cover’ 3.70 6.48 ok L
mitasu ‘fill’ 4.83 6.49 ok L
maku ‘wind’ 6.57 5.63 ok T
tsumeru ‘stuft’ 6.80 2.98 ok T
kazaru ‘decorate’ 6.74 6.33 T?
tsumaraseru ‘stick’ 5.60 5.57 ns A
chiribameru ‘inlay’ 6.38 5.35 ok T
sasu ‘prick’ 5.55 5.08 ns A
haru ‘put up’ 6.45 3.73 ook T
umeru ‘bury’ 6.45 5.83 * T
tsumiageru ‘pile up’ 6.38 1.90 ook T
tsumu ‘pile’ 5.93 1.43 ook T
tsumekomu ‘cram’ 5.74 3.38 ok T
fukitsukeru ‘spray’ 6.33 3.51 ook T
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maku ‘sprinkle’ 6.66 2.13 ook T
mabusu ‘coat’ 6.78 6.00 * T
moritsukeru ‘dish up’ 6.62 3.20 ook T
chirakasu ‘clutter’ 6.08 5.66 ns A

Significance codes: 0 “***° (0.001 “**’ 0.01 “*’ 0.05 .’ 0.1 ‘ns’

4.3.2. Experiment 1b: Norming Study 2

In Experiment 1b, I tested 16 verbs mentioned in the previous studies (Ito 2014, 2015,
Iwata 2008, Kawano 1997, 2009, 2011, Kishimoto 2001, 2006, 2012, 2015, Kuroda 2004,
Okutsu 1981, Takami & Kuno 2014).

4.3.2.1. Materials
Again, the experiment had 1 factor with 2 levels, namely the Construction factor

{T-type/L-type}. The list of the 16 verbs is shown below:

(80) yamamorini-suru ‘heap up’, yamazumini-suru ‘pile up’, mazeru ‘mix’,
makitsukusu ‘sprinkle up’, haritsukusu ‘put up’, tomeru ‘fasten’, tsukisasu ‘stick’, shibaru
‘bind’, kukuru ‘tie up’, karameru ‘entwine’, utsu ‘hit’, iru ‘shoot’, ippaini-suru ‘make full’,

aeru ‘dress’, someru ‘dye’, shikitsumeru ‘spread all over’
2

Material sentences each consisted of a verb, the subject, and two object NPs

(theme/location), as in Experiment 1a. All the item sentences are shown in Appendix 2.

4.3.2.2. Participants and Procedure

Participants were 100 native speakers of Japanese, who were recruited via Lancers and
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their mean age was 41.9. 84 JPY was paid each for the participation.
A total of 16x2 target sentences were evenly spaced using a Latin-square design.
Additionally, 40 filler sentences, which were the same as in the first norming study, were

added. The items were pseudo-randomly presented to the participants.

4.3.2.3. Results

Prior to the analyses, 10 participants were excluded from the data because their mean
ratings were two SDs away from the mean ratings of the acceptable fillers or the
unacceptable fillers. A one-way ANOVA was conducted to compare the effect of the
Construction type on the mean ratings for each verb. Among these verbs, the verbs
regarded as alternating verbs, which did not show significant differences between the
T-type variant and L-type variant, are shown in Table 2. The other verbs are classified into
either T-oriented verbs or L-oriented verbs: the verbs were regarded as T-oriented verbs if
their T-type variant’s acceptability ratings were significantly higher than the L-type one
while the verbs were regarded as L-oriented ones if their L-type variants’ acceptability

ratings were higher than the T-type ones.

Table 2. The mean ratings in Experiment 1b

Verb T-type L-type Significance  Class
yamamorini suru ‘heap up’ 6.38 5.42 ok T
yamazumini suru ‘pile up’ 5.82 4.69 ok T
mazery ‘mix’ 5.83 4.74 ok T
makitsukusu ‘sprinkle up’ 5.53 3.85 ook T
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haritsukusu ‘put up’ 5.67 4.18 ook T
tomeru ‘fasten’ 3.92 6.63 ok L
tsukisasu ‘stick’ 6.23 5.16 ook T
shibaru ‘bind’ 4.61 6.88 ook L
kukuru ‘tie up’ 6.17 5.66 ns A
karameru ‘entwine’ 6.11 5.92 ns A
utsu ‘hit’ 6.46 3.82 oAk T
iru ‘shoot’ 4.84 6.37 oAk L
ippaini suru ‘make full’ 5.06 5.66 ns A
aeru ‘dress’ 3.87 3.38 ns A
someru ‘dye’ 3.40 6.55 ook L
shikitsumeru ‘spread all over’ 6.58 6.29 ns A

Significance codes: 0 “***° (0.001 “**’ 0.01 “*’ 0.05 .’ 0.1 ‘ns’

In the next section, the SPR studies are conducted using the verbs attested above. SPR1 in
4.4 includes the alternating verbs in their material, SPR2 in 4.5 includes the T-oriented

verbs, and SPR3 include the L-oriented verbs.

4.4. Experiment 2: A self-paced reading study with alternating verbs
The purpose of Experiment 2 was to examine how the construction types interact with
the word-order types when the participants process the locative alternation sentences with

the alternating verbs attested in Experiment 1a and 1b.

4.4.1. Materials

The experiment had a 2x2 factorial design crossing the Construction factor
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(T-type/L-type) and the Word-order factor (acc-first/acc-second order). Material sentences
consisted of two clauses: the main clause included the subject, two object NPs
(theme/location), and the main verb suffixed with a conjunction such as -node ‘because’.
The matrix clause followed the embedded clause to avoid sentence wrap-up effects for the
regions of interest. The verbs used in this experiment were the alternating ones attested in
Experiment la—b: nuru ‘smear’, sasu ‘prick’, chirakasu ‘clutter’, kukuru ‘tie up’, karameru
‘entwine’, ippai-ni suru ‘make full’. Some sample material sentences are shown below,

with slashes indicating region boundaries:

(81) a. T-type variant X Accusative-first
Syokunin-ga /' penki-o |  kabe-ni |  nut-ta node
Craftsman-nom /  paint-acc/  wall-dat /  smear-past  because
yogore-wa | sukoshi |  usuku nat-ta.

spot-top / slightly /  be.light-past

b. T-type variant X Accusative-second
Syokunin-ga /" kabe-ni |  penki-o |  nut-ta node

Craftsman-nom /  wall-dat /  paint-acc/  smear-past  because

yogore-wa | sukoshi |  usuku nat-ta.

spot-top / slightly /  be.light-past

‘The craftsman smeared paint onto the wall, so the spot on the wall was slightly lighter.’
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c. L-type variant X Accusative-first
Syokunin-ga |/  kabe-o |  penki-de /|  nut-ta node/

Craftsman-nom /  wall-acc/ paint-obl /  smear-past  because /

yogore-wa | sukoshi |  usuku nat-ta.

spot-top / slightly /  be.light-past.

d. L-type variant X Accusative-second
Syokunin-ga |  penki-de /|  kabe-o /' nut-ta node/

Craftsman-nom /  paint-obl /  wall-acc /  smear-past  because/

yogore-wa | sukoshi |  usuku nat-ta.

spot-top / slightly /  be.light-past

‘The craftsman smeared the wall with paint, so the spot on the wall was slightly lighter.’

A total of 24x4 target sentences were prepared and distributed over four lists using a
Latin-square design. They were spaced among the other 16 sentences from another

experiment, 16 acceptable and 16 unacceptable filler sentences. A total of 72 sentences

were pseudo-randomly presented to the participants.

If the pre-head parser works when the participants process the locative alternation
sentences, the processing asymmetry would be found in such a way that the T-type
construction is read faster than the L-type one before the verb appears. On the other hand,

at the verb region, the participants encounter the verb and compute a compatibility of the
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preceding argument structure and the verb meaning. So there would be no main effects of
the Construction type because the alternating verbs allow in both constructions. A second
prediction was that the effect of Word-order would be found only in the L-type
construction: the acc-1st in the L-type construction triggers processing difficulty because
the adjunct -de ‘-with’ intervenes between the accusative-marked object and the verb. This

would lead to an interaction between the Construction factor and the Word-order factor.

4.4.2. Participants and Procedure
111 participants were recruited via Lancers, who were native speakers of Japanese and
their mean age was 39.5. 108 JPY was paid for each for participation. They were asked to
do the task by accessing the webpage on Ibex Farm via the link pasted in Lancers.
Sentences were presented region by region, non-cumulatively in a moving-window

manner, on Ibex Farm. A yes-or-no comprehension question followed each sentence.

4.4.3. Results

Prior to the analyses, 2 participants were excluded because their overall accuracy rates
of the comprehension questions were less than 70%, and 2 were excluded because their
z-scores of the overall mean RTs were higher than 3. In addition, the data of the RTs
shorter than 150ms and longer than 5000ms were removed from the analyses. The data for

all regions were summarized in Figure 10.
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Figure 10. The mean raw RTs in Experiment 2

The regions of interest were the following regions: Region 3 was the object NP region
preceding the verb. In this experiment, the same pair of the object NPs was used for each
item, but the words in the R3 were not lexically constant across the construction types and
Word-order types. So it was not appropriate to analyze R3 alone because the differences in
RTs might be due to the lexical inconsistency at the preceding regions if any effect were
found at R3. In order to resolve this issue, the regions of the first object (R2) and the
second one (R3) were put together as one preverbal region by summing these raw RTs
before the data analyses. If the readers started processing the structure by making use of the
information regarding the case-markers and the word-order, the first processing difference
might be found at the preverbal region. By contrast, if the head-driven account were on the
right track, there might be no effects; in particular, there might be no differences between
the T-type construction and the L-type construction because the verb does not appear at the
preverbal region.

Figure 11 and Figure 12 show the results of the preverbal region (R2/R3) and the verb
region. As for the analyses, linear mixed-effects models were fitted with subject and item

as random intercepts, predicting reading time of the regions from the Construction factor
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and the Word-order factor. In the preverbal region shown in Figure 11, there was a trend
for the effect of the Construction type (¢ = -1.91, p = .06) in such a way that the T-type
construction was read faster. There was no main effect of the Word-order factor (¢ = -0.03,
p = .98). Furthermore, there was no interaction between these two factors (¢t = -1.01, p =

0.31).

Preverbal region

1400 A

g 1380+

~ Word-order
P

E O Ace-1st

> 13601 B Acc-2nd
<

~

13401

1320 A

Construction type

Figure 11. The mean raw RTs at the preverbal region in Experiment 2

The second region of interest was Region 4; this region was the critical verb region
where the matching between each case marking for the preceding NPs and the verb would
be completed. At the verb region shown in Figure 12, there were no main effects of the
construction factor (¢ =-1.36, p = .17) or the Word-order factor (¢ = 0.89, p = .37). However,
there was a significant interaction between the Construction factor and the Word-order
factor (¢ = -2.17, p <.05): Planned paired comparison revealed that the acc-2nd condition
was significantly read faster than the acc-1st within the L-type condition (¢t = -2.24, p =
0.03) and the T-type construction was significantly read faster than the L-type one in the
case of the acc-1st condition (¢ = -2.37, p = 0.02). No other differences were found (T-type
x Acc-1st vs. T-type x Acc-2nd: t =0.51, p=0.61, T-type x Acc-2nd vs. L-type x Acc-2nd:
t=0.38, p=0.70).
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Figure 12. The mean raw RTs at the verb region in Experiment 2

4.4.4. Discussion

The findings at the preverbal region in the current study were compatible with the
previous study’s arguments (Christensen & Wallentin 2011), that is, the T-type frame was
processed differently from the L-type although the effect was marginal: the T-type frame
tended to be read faster than the L-type even before the verb appeared. It is assumed that
the difference of processing cost is due to the anticipation for the event type: the
case-marking pattern in the T-type construction is easier to specify the event type than the
L-type construction. This result also casted doubt on the head-driven view of locative
alternation because the difference in RTs between the two constructions was found before
the head appeared.

The effect of Word-order was not observed at the preverbal region. This result does not
confirm to the expectation that the acc-2nd order condition would be processed faster than
the acc-1st order condition as reported in Koizumi & Tamaoka (2004).

As predicted, the interaction between the Construction and the Word-order was found at

the verb region: The acc-2nd condition was significantly read faster than the acc-1st within
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the L-type conditions, and the T-type construction was significantly read faster than the
L-type one in the case of the acc-1st condition. A possible account provided for the effect
of Word-order on the L-type is that the optional -de ‘-with’ intervenes between the
accusative-marked object and the main verb: as discussed in Goldberg (1995, 2002, 2006)
and Iwata (2008), with-NP in the locative alternation can be treated as the optional element
following a causative construction consisting of the verb and the accusative NP. If the
speakers of Japanese regard the L-type construction as a unit consisting the accusative NP
and the verb followed by the optional -de ‘with’ NP, they should have expected the verb to
follow the accusative object. For this reason, the acc-2nd was easier to process than the
acc-1st in the L-type construction. The effect of the T-type on the acc-1st can be explained
by the similar account: Unlike the NP-de ‘NP-with’ in the L-type construction, the
accusative-marked NP in the T-type construction is treated as an argument. So the
intervention of the dative-marked NP between the accusative and the verb does not affect
processing the T-type. On the other hand, the L-type essentially requires a sequence of the
accusative-marked NP and the verb in order to be interpreted to avoid the intervention of

the optional element.

4.5. Experiment 3: A self-paced reading study with T-oriented verbs
The purpose of SPR2 was to examine how the Construction types interact with the
Word-order types when the participants process the locative alternation sentences with the

T-oriented verbs attested in Experiment 1a and 1b.

4.5.1. Materials

Again, the experiment had a 2x2 factorial design crossing the Construction factor
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(T-type/L-type) and the Word-order factor (acc-first/acc-second order). Material sentences
included the T-oriented verbs attested in Experiment la and 1b. They consisted of an
embedded clause with the verbs and the two object NPs, and the matrix clause so that a
wrap-up effects would be avoided. The verbs used in this experiment were the T-oriented
ones attested in Experiment la—b: sosogu ‘pour’, tsumeru ‘stuft’, haru ‘put up’, tsumu
‘pile’, maku ‘sprinkle’, maku ‘wind’. Some sample material sentences are shown below,

with slashes indicating region boundaries:

(82) a. T-type variant X accusative-first order
Rinjin-ga /' mizu-o /" hodoo-ni /' mai-ta node/

Neighbor-nom/  water-acc/  pavement-dat /  splash-past  because/

gogo-wa / suzushiku/  sugose-ta.

Afternoon-top/  coolly /  spend-past

b. T-type variant X accusative-second order
Rinjin-ga /" hodoo-ni /" mizu-o |/  mai-ta node/

Neighbor-nom/  pavement-dat /  water-acc/  splash-past  because/

gogo-wa / suzushiku/  sugose-ta.

Afternoon-top/  cooly /  spend-past

‘I could stay cool afternoon because my neighbor splashed water to the pavement.’
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c. L-type variant X accusative-first order

Rinjin-ga /" hodoo-o /" mizu-de |/  mai-ta node/
Neighbor-nom/  pavement-acc /  water-obl/  splash-past  because/
gogo-wa / suzushiku/  sugose-ta.

Afternoon-top/  cooly /  spend-past

d. L-type variant X accusative-second order

Rinjin-ga /' mizu-de /" hodoo-o /" mai-ta node
Neighbor-nom/  water-obl / pavement-acc /  splash-past because/
gogo-wa / suzushiku/  sugose-ta.

Afternoon-top/  cooly /  spend-past

pseudo-randomly presented to the participants.
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‘I could stay cool afternoon because my neighbor splashed the pavement with water.’

A total of 24x4 target sentences were prepared again and distributed over four lists using a
Latin-square design. The experiment also included 16 sentences from another experiment,

16 acceptable and 16 unacceptable filler sentences. A total of 72 sentences were

As for predictions, at the preverbal region, a main effect of the Construction type
should be found in such a way that the T-type construction is easier to process. Again, the
same tendency would be observed at the verb region because the verbs used in this
experiment were the T-oriented verbs, which were compatible with the T-type construction
only. The effect of the Word-order type might be found in such a way that the acc-2nd

order conditions would be read faster at both regions of interest. Furthermore, the acc-1st



might trigger processing difficulty of the L-type construction because the oblique -de NP
intervenes between the accusative-marked NP and the verb, and -de NP was incompatible
with the T-oriented verb which was included in this experiment. These might lead to an

interaction.

4.5.2. Participants and Procedures
110 participants were recruited via Lancers, who were native speakers of Japanese their
mean age was 40.7. and 108 JPY were paid each for their participation. As in the previous

experiments, they did their task on Ibex Farm, directed from Lancers.

4.5.3. Results

Prior to the analyses, two participants were excluded because their mean RTs were
greater than the grand mean of the mean RTs by more than 3 SDs. In addition, the data of
the RTs shorter than 150ms and longer than 5000ms were removed from the analyses.

Overall mean RTs are shown in Figure 13:
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Figure 13. The mean raw RTs in Experiment 3

Figure 14 and Figure 15 show the results of the preverbal region and the verb region.
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As for the analyses, linear mixed-effects models were fitted with subject and item as
random intercepts, predicting reading time of the regions from the Construction factor and
the Word-order factor. At the preverbal region shown in Figure 14, there was a main effect
of the Construction type (¢ = -2.64, p < .01) in such a way that the T-type variant was read
faster than the L-type one while there was no main effects of the Word-order type (¢ =-1.32,
p =0.19). In addition, there was a trend toward an interaction between these two factors (¢ =
1.79, p = 0.07). Planned paired comparison revealed that the acc-2nd was read slower than
the acc-1st within the L-type construction (z = 2.17, p = 0.03) and the T-type construction

was read faster than the L-type within the acc-2nd conditions (¢ =-2.92, p <.01).
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Figure 14. The mean raw RTs at the preverbal regions in Experiment 3

At the verb region shown in Figure 15, there was a main effect of the Construction type
(t =-5.06, p = < .01) in such a way that the T-type was processed faster than the L-type
while no main effect of the Word-order was found (¢ = 0.19, p = 0.85). Again, there was no

interaction between these two factors (1= 0.37, p = 0.71).
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Figure 15. The mean raw RTs at the verb region in Experiment 3

4.5.4. Discussion

Similarly to Experiment 2, there was a main effect of the Construction type at the
preverbal region in such a way that the T-type construction was processed faster than the
L-type one even before the verb appeared. This result supports the existence of the
processing difference between the Construction type at the preverbal region: the
combination of {dat, acc} facilitates the structure building and an expectation for the
forthcoming verb, which should be related to a movement event.

The interaction found at the preverbal region was only a trend: within the L-type
construction, the acc-2nd was read slower than the acc-1st. This does not conform to the
prediction that the acc-1st of the L-type was difficult to process because the oblique NP
intervenes between the accusative-marked NP and the verb.

At the verb region, a main effect of the Construction type was found. The participants
attempted to comprehend the relation between the arguments and its predicate when the
verb appeared. Thus, in this study using the T-oriented verbs, the NPs marked with the
T-type construction pattern (-o-ni/-ni-o) were successfully matched with the verbs while the

NPs marked with the L-type construction pattern (-o-de/-de-o0) conflicted with them. In the
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case of this experiment, all the verbs included in the experiment were the T-oriented verbs,
so it was not surprising that the T-type construction was significantly read faster at the verb
region than the L-type construction. This indicates that the speakers of Japanese attempt to
make use of head information in order to check an anticipated structure at the verb region,

and processing difficulty occurs when the anticipated structure is not compatible the verb.

4.6. Experiment 4: A self-paced reading study with L-oriented verbs
The purpose of Experiment 4 was to examine how the Construction types interact with
the Word-order types when the participants process the locative alternation sentence with

the L-oriented verbs attested in Experiment 1a and 1b.

4.6.1. Materials

Again, the experiment was conducted with a 2x2 factorial design crossing the
Construction factor (T-type/L-type) and the Word-order factor (acc-first/acc-second order).
The L-oriented verbs attested in the norming study were used in the current SPR study. The
item sentences consisted of the two clauses. The verbs used in this experiment were the
L-oriented ones attested in Experiment la—b: oou ‘cover’, mitasu ‘fill’, tomeru ‘fasten’,
shibaru ‘bind’, iru ‘shoot’, someru ‘dye’. Some sample material sentences are shown

below, slashed indicating region boundaries:

(83) a. T-type variant X accusative-first order
Kankyaku-ga |/ sutooru-o/  kata-ni /' oot-ta node

audience-nom /  stole-acc /  shoulder-dat /  cover-past because
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shihainin-wa |/  reeboo-o /" yowame-ta.

manager-top /  air.conditioning-acc /' weaken-past

b. T-type variant X accusative-second order
Kankyaku-ga | kata-ni /" sutooru-o/  oot-ta node

audience-nom /  shoulder-dat /  stole-acc /  cover-past because

shihainin-wa |/  reeboo-o /" yowame-ta.

manager-top /  air.conditioning-acc /' weaken-past

‘The manager turned down the air-condition because the audience put the stole about her

shoulder.’

c. L-type variant X accusative-first order
Kankyaku-ga | kata-o /' sutooru-de |  oot-ta node

audience-nom /  shoulder-acc /  stole-obl /  cover-past because

shihainin-wa |/  reeboo-o /" yowame-ta.

manager-top /  air.conditioning-acc /' weaken-past

d. L-type variant X accusative-second order
Kankyaku-ga | sutooru-de /|  kata-o |/  oot-ta node

audience-nom /  stole-obl /  shoulder-acc /  cover-past because
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shihainin-wa |/  reeboo-o /" yowame-ta.

manager-top /  air.conditioning-acc /' weaken-past

‘The manager turned down the air-condition because the audience covered her shoulder

with the stole.’

Again, a total of 24x4 target sentences were prepared and distributed over four lists using a
Latin-square design. The experiment also included 16 locative sentences from another
experiment, 16 acceptable and 16 unacceptable filler sentences. A total of 72 sentences
were pseudo-randomly presented to each participant.

The predictions were as follows: Again, at the preverbal region, there would be a main
effect of the Construction type in such a way that the T-type construction is processed
faster than the L-type one. On the other hand, at the verb region, the Construction effect
would be observed in the opposite direction to the preverbal region. That is, the L-type
construction would be read faster than the T-type because the verbs included in this
experiment were the L-oriented verbs, which was compatible with the L-type construction
only. The Effect of Word-order would be found such that the acc-3nd order is read faster.
In addition, the L-type construction x the acc-1st condition might result in an interaction

because the acc-1st led to more processing difficulty than the acc-2nd.

4.6.2. Participants and Procedures
Again, 109 participants were recruited via Lancers, who were native speakers of
Japanese and their mean age was 39.2. 108 JPY were paid each for the participation. As in

Experiment 2 and 3, they did their task on Ibex Farm.
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4.6.3. Results

Prior to the analyses, 3 participants were excluded because their overall accuracy rates
of the comprehension questions were less than 70%, and 2 were excluded because their
mean RTs were greater than the grand mean of the mean RTs by more than 3 SDs. In
addition, the data of the RTs shorter than 150ms and longer than 5000ms were removed

from the analyses. The overall mean RTs are summarized in Figure 16:
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Figure 16. The mean raw RTs in Experiment 4

Figure 17 and Figure 18 show the results of the preverbal region and the verb region.
As for the analyses, linear mixed-effects models were fitted with subject and item as
random intercepts, predicting reading time of the regions from the Construction factor and
the Word-order factor. At the preverbal region shown in Figure 17, there was only a trend
of main effects of the Construction factor (¢ = -1.74, p = 0.08) in such a way that the T-type
was read faster while there was no main effect of the Word-order factor (r = -0.04, p =

0.97). There was no significant interaction between the construction and the word-order (¢

=0.06, p = 0.95).
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Figure 17. The mean raw RTs at the preverbal region in Experiment 4

At the verb region shown in Figure 18, there was a main effect of the Construction
factor (1 = 2.16, p < .05) in such a way that the T-type variant was significantly slower than
the L-type, and a marginal trend of main effect of the Word-order factor (= 1.67, p = 0.1)
in such a way that the acc-1st was read slower than the acc-2nd. Furthermore no significant

interaction between these two factors was found (¢ =1.17, p = 0.24).
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Figure 18. The mean raw RTs at the verb region in Experiment 4

4.6.4. Discussion

At the preverbal region, as predicted, the T-type construction was read faster than the
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L-type construction. This was due to the combination of the dative case and the accusative
case in the T-type construction, which was building a motion event structure without
head-information. On the other hand, in the verb region, a main effect of the Construction
type was found in the opposite direction to the results found at the preverbal region,
confirming that the verbs used in this experiment were L-oriented, not getting along with
the T-type construction. This indicates that the participants attempted at the verb region to
establish a semantic relation between the verb meaning and the preceding NPs, which were
marked with each pattern of case markings, and such semantic processing was reflected in
the longer RTs.

The main effect of of the Word-order factor was not observed at the preverbal region
while the marginal trend was found at the verb region in such a way that the acc-1st was
read slower than the acc-2nd. It is assumed that the accusative-marked NP should be

adjacent to the verb because of its argument status although the effect was marginal.

4.7. General Discussion

Experiments 2, 3 and 4 examined the processing of the T-type construction and the
L-type construction with each class of verbs. The regions of interest were the preverbal
region, where the first object and the second one were put together, and the verb region.

The results at the preverbal region are summarized in Table 3.

Verb type Construction type Word-order type Interaction

Alternating (t f?llld9 1) ns ns

T-oriented * ns trend
(t=-2.64) t=1.79)

L-oriented trend ns ns
(t=-1.74)

Table 3. Summary of the results at the preverbal region in Experiments 2—4
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Strong trends and a main effect of the Construction type were found in all the cases in such
a way that the T-type construction was read faster than the L-type construction. These
results support the pre-head assumption that there is an asymmetry in the processing of the
constructions even before the verb appears, contrary to the prediction of the head-driven
accounts that the verb meaning exclusively plays an important role for the approval of the
constructions. I assume that this processing difference is due to the roles the different
oblique case markers play: -ni ‘-dat’ in the T-type and -de ‘-with’ in the L-type. The dative
marker of NP is a type of argument, which is an eventive structure builder. The
combination of the accusative and the dative is related to the motion event. On the other
hand, -de ‘-with’ is a postposition not tied to any specific eventive structure, and is more
context-dependent. So the case of the L-type requires greater processing cost than the
T-type, because the former has less predictive power than the latter as to what kind of event
the forthcoming verb would denote.

Second, there were no main effects of the Word-order type at the preverbal region in
the experiments. The missing of the effect of Word-order might indicate that the
word-order itself cannot be an informative cue in the processing of the pre-head region in
the locative alternation, and the combination of the case-marking is more likely to be used
for processing at least at the preverbal region, although a strong conclusion cannot be

drawn from a null result.

Verb type Construction type Word-order type Interaction
*
Alternating ns ns (t=-2.17)
%k
T-oriented (t = -5.06) ns ns
. * trend
L-oriented (t=2.16) (t=1.67) ns

Table 4. Summary of the results at the verb region in Experiments 2—4
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The results at the verb region are summarized in Table 4. As for the Construction factor,
as predicted, there were no differences between the two constructions in Experiment 2 with
the alternating verbs. This result was not surprising because the alternating verb can allow
both types of the construction. The participants computed the semantics involved in the
alternating verb and the preceding case marking patterns, not affected by the facilitated
processing of the T-type construction at the preverbal region. On the other hand, the
Construction factor at the verb region with T-oriented verbs in Experiment 3 was observed
in the opposite direction to the case of the L-oriented verbs in Experiment 4. The T-type
construction was compatible with the T-oriented verb while the L-type construction was
compatible with the L-oriented verb. This result at the verb region indicates that the
matching between the verb semantics and the case-marking pattern was computed at the
verb region.

The effects of Word-order were not found at the verb region, except for the trend in
Experiment 4 with the L-oriented verbs: Experiment 4 showed a trend of the effect of
Word-order in such a way that the acc-1st was slower. The acc-1st order sequence consists
of the accusative-marked NP and the oblique-marked NP. So the acc-1Ist in the case of
T-type construction shows a sequence of [-o ‘-acc’, -ni ‘-dat’, V] whereas the one of L-type
construction shows a sequence of [-o0 ‘-acc’, -de ‘-with’, V]. Based on that the case marker
varies in the constructions, the processing load at the verb region would increase when the
preceding oblique marker was incompatible with the construction preferred by the verb.
Given that the verbs included in Experiment 4 were L-oriented verbs, the acc-1st order in
the T-type construction triggered processing difficulty when the participants encounter a
L-oriented verb. Such an effect of the acc-1st order was not found in Experiment 3 with the

T-oriented verbs, but it is assumed that the contrast of the acc-1st order at the verb region
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might be due to the lexical inconsistency among the object NPs in material sentences
included in each experiment.

In sum, in Japanese locative alternation, a sentence is semantically processed depending
on the case-marking pattern and its semantically related type of event before the verb
appears. Then after the verb appears, the parser computes whether the preceding NP meets
the grammatical roles assigned by the verb.

As revealed in Experiments 2—4, there were pre-head processing in such a way that the
T-type was read faster than the L-type at the preverbal region where the verb had not
appeared yet. This indicates that the participants process the T-type sequence differently
from the L-type sequence by taking advantage of the case-marking patterns. The dative
marker -ni is an argument and the combination of the accusative and the dative maker
trigger an expectation of a motion event, while -de ‘-with’ is not. In addition to such a
pre-head processing at the preverbal region, the participants make use of verb information
in order to compute the compatibility of the verb semantics with the preceding argument
structure.

Both at the preverbal region and the verb region, the effects of Word-order in the
T-type construction were rarely found, except for the trend in Experiment 4. These
observations do not conform to Koizumi & Tamaoka (2004) who argue that the acc-2nd
order is canonical in ditransitive sentences. One possible suggestion is suggested that the
word-order information is not used in semantic comprehension. However, I cannot draw a
strong conclusion here, because this is a null result.

The purpose of the current study was to examine (i) the processing load of the two
constructions in locative alternation and (ii) the effect of the Word-order factor on each
construction. However, there were some limitations with regard to the experimental design

in this current study. The first problem was the lexical inconsistency: different lexical items
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were included before the preverbal region and the critical verb region. Generally the overall
regions except for the target region should be kept constant, but the lexical inconsistency
was unavoidable in the case of locative alternation because two constructions include
different case-marking patterns and the theme/location alternates between such different
case markings. In order to control for this limitation, I will deal with bump alternation in
Japanese in the next chapter. Bump-alternation, which is originally called tama-ate daikan
‘bullet-hit alternation’, is similar to the locative alternation in that it includes
theme/location object NPs. Unlike the locative alternation, the case marking pattern in
bump-alternation is always -acc-dat in both variants of the alternation whereas the theme
and the location NPs alternate between the dative and the accusative. By making use of

bump-alternation, the lexical inconsistency in locative alternation can be controlled for.

98



Chapter S.  Bump-alternation

In this section, I deal with a type of alternation similar to locative alternation, which I
call bump-alternation. Sadanobu (1990a) first examined this alternation, labeling it
tama-ate daikan (‘bullet-hit’ alternation), which is an alternation between the theme object
and the goal/location object, except that the case-marking pattern is kept constant and both
of variants denote a movement event (Sadanobu 1990a, 1990b, 1993). The representative

examples with ateru ‘hit’ are shown in (84):

(84) a. Tama-o mato-ni ateru [mobile object variant]
bullet-acc target-dat hit

‘(lit.) hit the bullet to the target’ = ‘make the bullet hit the target’

b. Mato-o tama-ni ateru [immobile object variant]
target-acc bullet-dat hit
‘(lit.) hit the target to a bullet’ = ‘hit the target with a bullet’

(Sadanobu 1990a: 46)

Tama ‘bullet’ appears as the accusative object and mato ‘target’ appears as the dative
object in (84a) while mato ‘target’ appears as the accusative object and tama ‘bullet’
appears as the dative one in (84b). That is, the theme/location objects alternate between the
accusative/dative cases in Japanese bump alternation®. Sadanobu defines the theme as the

object moving more than the other, and the goal (location) as the object moving less than

2 Although the English translation for (84a) sounds odd, Japanese ateru means ‘to cause something to hit
somewhere’ and it takes a mobile object as its direct object. Thus ateru in Japanese may be closer to bump in
English than Ait. This is the reason why I call this alternation bump alternation.
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the other, so in this thesis I will henceforth call the variants in (84a-b) the mobile object
variant and the immobile object variant, respectively.

There are English counterparts with such a hitting verb, as shown in (85), although it
should be noted that the pattern of the prepositional phrases is different from the examples

in (84):

(85) a. Brian hit the stick against the fence. = [mobile object variant]
b.  Brian hit the fence with the stick. [immobile object variant]

(Levin 1993: 67)

The mobile object variant in (85a) takes the stick as the accusative object and the fence as
the object of against while the immobile object variant in (85b) takes the fence as the
accusative object and the stick as the object of with. The examples in (84a-b) in Japanese
and the examples in (85a-b) in English are parallel in that they denote a movement event
and show an alternation between theme/location objects. Here I refer to the definition of

bump-alternation raised by Sadanobu (1990a, 1990b):

(86) Definition of Tama-ate daikan ‘bullet-hit alternation’ (transitive)
In a transitive sentence which denotes a movement, a sentential meaning does not
change when a NP marked with -0 and the NP marked with -ni or -kara alternate
between each other.

(Sadanobu 1990a: 1-2)

Here ‘a sentential meaning’ refers to a truth-conditional meaning. That is, Sadanobu points

out that both of variants denote the same event in which the agent causes the mobile object
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to move, and then bump into the immobile one. However, according to my intuition, it is
odd to interpret both events in (84a) and (84b) as designating the same event: In particular,
it is difficult to interpret the immobile object variant in (84b) in the same way as (84a). To
me, (84b) sounds like the target is somehow moved and made a hit to the bullet, which is of
course pragmatically odd. This is because the immobile object is marked with the
accusative while the mobile one is marked with the dative, which induces a pragmatically
anomalous interpretation; the induced interpretation is that the agent causes the target to
move toward the bullet.

However, it should be noted that this type of alternation sounds more feasible when an

appropriate type of the mobile object is used, as in (87):

(87) a. Doamiraa-o denchuu-ni ateta/butsuketa. ~ [mobile object]
door.mirror-acc  utility.pole-dat hit/bumped
‘bumped the door mirror against the utility pole’
b. Denchuu-o doamiraa-ni ateta/butsuketa. [immobile object]
utility.pole-acc door.mirror-dat hit/bumped

‘bumped the utility pole with the door mirror’

Examples in (87) include a hitting verb ateta ‘hit’ or butsuketa ‘bumped’, a mobile object
doamiraa ‘door mirror’ and an immobile object denchuu ‘“utility pole’. Here the immobile
object variant in (87b) sounds more feasible than the immobile object one in (84b) even
though denchuu ‘utility pole’ in (87b) is the immobile entity. What is a difference in
acceptability judgments between the immobile object variants of (84b) and (87b) besides
the choice of objects?

In order to account for the difference in acceptability judgment between (84b) and (87b),
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I claim that different kinds of mobile object NPs induce different types of causation. In the
next section I point out that the event denoted by (87b) involves an extended causation and
its byproduct, perspective shift. Then I report the results of two acceptability judgment
experiments in section 5.2° and section 5.3, which examined how the causation type
interacts with the acceptability judgments of both variants. Then I discuss online processing

of bump-alternation sentences through two SPR studies in section 5.4 and section 5.5.

5.1. Causation types

Talmy (1988, 2000) points out that the types of causation are classified into onset
causation and extended causations. Onset causation consists of two stages in events, that is,
the agent’s causative action on the object, followed by an autonomous event of the theme’s

movement. The following example denotes an onset causation event.

(88) The carton slid (all the way) across the grass from a (single) gust of wind
blowing on it.

(Talmy 2000: 493)

In (88), a single gust of wing blowing corresponds to a causative action and the carton’s
movement corresponds to an autonomous event. So this event consists of two stages and
can be called as an onset causation event.

Unlike onset causation, extended causation depicts events in which two events occur

simultaneously, in conjunction with each other:

3 The results in section 5.2 were previously presented at the 32nd meeting of Konan English Literary Society
(Aoki & Nakatani 2016a) and at the Workshop on Cognitive Aspects of the Lexicon (Aoki & Nakatani 2016b).
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(89) The carton slid across the grass from the wind blowing on it (steadily).

(Talmy 2000: 494)

In this event, the carton continues to move while the wind blows on it. Such a synchronicity
of the causative event (i.e., wind blowing) and the movement of the object (i.e., the
movement of the carton) is the main characteristic of an extended causation event.

Following the classification of the causation type mentioned above, the examples in
(84) and (87) can be regarded as an instance of onset causation and extended one,
respectively. In (84), the agent pulls the trigger of a gun, which corresponds to a causative
event, and then the bullet autonomously moves to the target. This entire event can be
construed as a two-stage event, so it can be regarded as an instance of onset causation. On
the other hand, the case of (87) can be construed as an instance of extended causation. In
this event, a door mirror is the mobile object, which is a part of a car while a utility pole is
the immobile one. The door mirror continues to move while the agent continues to drive the
car, so the causation occurs in conjunction with the movement of the mobile object,
indicating a case of extended causation event.

Moreover, it should be noted that there is a cognitive difference between onset
causation and extended one. I would like to posit a hypothesis that the immobile object
variant in Japanese bump-alternation is more acceptable in the case of extended causation
event because of a perceptual illusion triggered by extended causation. Such perceptual
illusions, which I call perspective shift, make the agent perceive the immobile object as if it
were a mobile one. For example, consider the situation where a boy is approaching a pizza
shop. From the objective viewpoint, it is considered that the boy is moving toward the shop.
On the other hand, from the boy’s subjective perspective, he may perceive the event in such

a way that the shop is coming closer to him. The same shift may apply to the immobile
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object variant in Japanese bump-alternation: in (87b), the agent simultaneously moves
toward the immobile utility pole while driving a car with door mirrors. So the agent
perceives the immobile pole as an object moving toward him, resulting in a hit of the door
mirror at the pole. The shift may improve the degradedness of the immobile object variant
on the premise that the immobile-object variant is basically unacceptable because the
Japanese bump-verbs only allow a mobile thing as the direct object.

My research question is whether there is an interaction between Causation type (i.e.,
whether the event denotes onset or extended causation) and Object type (i.e., which of
object NPs the variant takes as the accusative object, the mobile or immobile entity): in
particular, whether the difference in the Causation type improves the acceptability of the
immobile object variant.

In order to examine these questions, I conducted two acceptability judgment studies and

two SPR studies using transitive bump-alternation and intransitive bump alternation.

5.2. Experiment 5: Acceptability judgments on transitive
bump-alternation
The purpose of the acceptability judgments on transitive bump-alternation was to
examine how the Causation type interacts with the Object type when the participants judge

the naturalness of the bump-alternation sentences.

5.2.1. Materials

In this experiment, materials were prepared using a 2x2 factorial design. The first factor
was the Causation type: onset vs. extended. The mobile object was varied so that the
sentences would be interpreted as either onset causation or extended one. The immobile

object was kept constant within each item. For example, if the mobile object NP was an
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entity like a ball, the event would be expected to be construed as onset causation. By
contrast, if the mobile object NP was an entity like a body part of the agent, which would
be moved in conjunction with the agent’s act, the event would be expected to be construed
as extended causation. The second factor was the Object type. The mobile object variant
had the mobile theme marked with accusative case -o and the immobile theme with dative
case -ni. The other variant, the immobile object variant had the immobile object marked
with accusative case -o and the mobile object with dative case -ni. The verbs used in the
materials were either ateru ‘to make something hit’ or butsukeru ‘bump’. Some sample

materials are shown in (90) and (91).

(90) Item with ateru ‘hit’
a. Extended causation x mobile object condition
Yopparai-ga ganmen-o kootsuuhyooshiki-ni ate-ta.
drunken.man-nom face-acc traffic.sign-dat hit-past

‘A drunken man hit his face against the traffic sign.’

b. Extended causation x immobile object condition
Yopparai-ga kootsuuhyooshiki-o ganmen-ni  ate-ta.
drunken.man-nom traffic.sign-acc face-dat hit-past

‘A drunken man hit the traffic sign with his face.’

c.  Onset causation x mobile object condition
Yopparai-ga ishitsubute-o  kootsuuhyooshiki-ni ate-ta.
drunken.man-nom pebble-acc  traffic.sign-dat hit-past

‘A drunken man hit the pebble against the traffic sign (= made the pebble hit the sign).’
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d. Onset causation x immobile object condition
Yopparai-ga kootsuuhyooshiki-o ishitsubute-ni ate-ta.
drunken.man-nom traffic.sign-acc pebble-dat  hit-past

‘A drunken man hit the traffic sign with the pebble.’

(91) Item with butsukeru ‘bump’
a. Extended causation x mobile object condition
Musuko-ga  kata-o genkantobira-ni  butsuke-ta.
son-no shoulder-acc entrance.door-dat bump-past

‘My son bumped his shoulder against the entrance door.’

b. Extended causation x immobile object condition
Musuko-ga  genkantobira-o kata-ni butsuke-ta.
son-nom entrance.door-acc  shoulder-dat bump-past

‘My son bumped the entrance door with his shoulder.’

c.  Onset causation x mobile object condition
Musuko-ga  setsubun-no mame-o genkantobira-ni  butsuke-ta.
son-nom setsubun-gen beans-accentrance.door-dat bump-past

‘(lit.) My son bumped beans for the setsubun festival to the entrance door.’

106

= ‘My son threw beans for the setsubun festival against the entrance door.’



d. Onset causation x immobile object condition
Musuko-ga  genkantobira-o setsubun-no  mame-ni butsuke-ta.
son-nom entrance.door-acc  setsubun-gen beans-dat bump-past
‘(lit.) My son bumped the entrance door with beans for the setsubun festival.’

= ‘My son hit the entrance door with beans for the setsubun festival.’

It was predicted that there would be a main effect of the Object type in such a way that
the mobile object condition was significantly acceptable than the immobile condition. This
is because the agent causes the mobile object to move to the immobile goal while it is
pragmatically odd that the agent causes the immobile to move to the mobile one. The
mobile object variants would be more acceptable than the immobile one in both of onset
causation and extended one. If the perspective shift was triggered by extended causation
and it improved the acceptability of the immobile object variant, then this would lead to the

interaction between the two factors.

5.2.2. Participants and Procedures

Participants were 105 native speakers of Japanese, recruited via Lancers. They were
asked to judge the naturalness of each sentence on a five-point Likert scale by clicking one
of radio buttons labeled 1-5. Here ‘1’ corresponds to ‘unnatural’ and ‘5’ corresponds to
‘most natural’. As the compensation, 54 JPY was paid for each participant after the task.

This experiment was conducted using Lancers’ built-in questionnaire function (when I
was not yet familiar with Ibex Farm). A total of 16x4 target sentences were manually
distributed into four lists using a Latin square design. Each list also included the same 32
fillers, among which 11 unacceptable sentences, and 21 unacceptable ones. A total of 48

sentences were pseudo-randomized. In order to counterbalance potential ordering effects,
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the more four lists with a reverse order were prepared. The participants were exposed to

one of these eight lists. Each list was shown to 10—15 participants.

5.2.3. Results
Before the analyses, the data of one subject was excluded because all the sentences
were rated 5. The grand mean of all items was 2.94. The mean acceptability rating for each

of the four conditions is shown in Figure 19.
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Figure 19. The mean ratings of the transitive bump-alternation sentences

A linear mixed effects model analysis was conducted, with subject and item as random
intercepts, predicting ratings from the Causation factor and the Word-order factor. The
results revealed that (i) there was a main effect of the Object type in such a way that the
mobile condition showed a significant higher acceptability than the immobile one (¢ =
19.45) and (ii) a main effect of the Causation type in such a way that the extended
causation was higher than the onset (¢ = 2.32), and (iii) a significant interaction between

these two factors (¢ = -2.70). Furthermore, planned paired comparisons revealed that (i) the
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extended causation variant was more acceptable than the onset causation within the
immobile object condition (z = 3.91), and (ii) there was no difference between the causation

type in the mobile object condition (¢ = -0.42).

5.2.4. Discussion

In this experiment, a main effect of the Object type was found in such a way that the
mobile object variant was significantly more acceptable than the immobile one. This is
because of pragmatic anomalous in the immobile object sentence: the participants
interpreted the immobile sentence as an event where the agent causes the immobile entity
to move toward the mobile object. This is in contrast to Sadanobu’s observation that the
immobile variant is interpreted as the same event denoted by the mobile object one.
Additionally, the extended causation condition was significantly more acceptable than the
onset one. This is because the onset x immobile object condition was less acceptable than
the extended causation while the mobile object condition showed high acceptability in both
of the causation types.

Most importantly, there was a significant interaction between the Causation type and
the Object type. As predicted, the extend causation played a role in improving the
acceptability of the immobile-object frame than the onset causation. This can be due to the
perspective shift. Extended causation triggers the perspective shift in such a way that the
agent can interpret the immobile object as if it were a mobile one, and the mobile object
may be considered immobile because the agent moves along with the mobile object. This
could have led the participants to interpret the immobile object sentences as mobile object
variants, so the acceptability of the immobile object sentences was improved.

Here the question arises whether the perspective shift occurs in the case of intransitive

bump-alternation. Sadanobu points out that bump-alternation can occur in both of transitive
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and intransitive verbs. The intransitive examples are as follows:

(92) a. Tama-ga mato-ni ataru.  [mobile subject variant]
bullet-nom  target-dat hit.

‘The bullet hits the target.’

b. Mato-ga tama-ni ataru.  [immobile subject variant]
target-nom  bullet-dat hit.
‘(lit.) the target hits the bullet.” = ‘The target is hit with the bullet.’

(Sadanobu 1990a: 46)

The examples in (92a-b) include ataru ‘hit’, an intransitive counterpart of the transitive
ateta ‘hit’ used in Experiment 5. Intransitive bump-alternation consists of the mobile
subject variant in (92a) and the immobile subject variant in (92b). The mobile entity and
the immobile one are marked with nominative case in each variant, while they are marked
with accusative case in the transitive counterparts in (84). The variants in intransitive
bump-alternation lack an overt agent, which is overtly expressed in the transitive
counterparts. However, as for decausativized verbs (e.g., ataru ‘hit’ and butsukaru ‘bump’,
including an -ar- suffix), Kageyama (1996) argues that the agent covertly exists in the
semantic structure although it is suppressed and not projected in the syntactic structure. The
question is whether the perspective shift would occur in intransitive bump-alternation and
improve the acceptability of the immobile subject variant, even though the overt agent does

not appear in the intransitive sentences.
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5.3. Experiment 6: Acceptability judgments on intransitive
bump-alternation
The purpose of the current acceptability judgments on intransitive bump-alternation was
to examine how the Causation type interacts with the Subject type when the participants

judge the naturalness of the variants in intransitive bump-alternation.

5.3.1. Materials

This experiment also had a 2x2 factorial design crossing the Causation factor
(extended/onset) and the Subject factor (mobile/immobile), in the same way as the
transitive counterpart. Here it should be noted that the factor is named ‘causation’ even
though the sentences were intransitive, under the assumption that the covert agent is present
in the semantic structure. The mobile object NP was varied so that the sentence could be
interpreted to be either of the {onset/extended}. In the case that the mobile object NP was a
ballistic entity, an event would be regarded as onset causation with the covert agent. If the
mobile object keeps moving while the covert agent causes it to move, an event would be
classified into an extended causation event. The second factor was the Subject factor
consisting of {mobile subject / immobile subject}. The mobile entity is marked with -ga
‘-nom’ in the case of mobile subject variant while the immobile one is marked with -ga
‘-nom’ in the case of immobile subject variant. The verbs used in this experiment were

either ataru ‘hit’ or butsukaru ‘bump’. Some examples of the items are listed below:

(93) Item with ataru ‘hit’
a. Extended causation x mobile subject condition
Raketto-ga  kabe-ni atat-ta.

Racket-nom wall-dat hit-past
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“The racket hit against the wall.’

b. Extended causation x immobile subject condition
Kabe-ga raketto-ni atat-ta.
Wall-nom racket-dat hit-past
‘(lit.) The wall hit against the racket.’

= ‘The wall collided with the racket.’

c.  Onset causation x mobile subject condition
Tenisubooru-ga  kabe-ni atat-ta.
Tennis.ball-nom  wall-dat hit-past

‘The tennis ball hit against the wall.’

d. Onset causation x immobile subject condition
Kabe-ga tenisubooru-ni atat-ta.
Wall-nom tennis.ball-dat hit-past
‘(lit.) The wall hit against the tennis ball.’

= ‘The wall collided with the tennis ball.’

(94) Item with butsukaru ‘bump’
a. Extended causation x mobile subject condition
Saidomiraa-ga denchuu-ni  butsukat-ta.
Side.mirror-nom  utility.pole-datbump-past

‘My side mirror bumped against the utility pole.’
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b. Extended causation x immobile subject condition
Denchuu-ga saidomiraa-ni butsukat-ta.
Utility.pole-nom  side.mirror-dat bump-past
‘(lit.) The utility pole bumped against my side mirror.’

= ‘The utility pole collided with my side mirror.’

c.  Onset causation x mobile subject condition
Akikan-ga dentyuu-ni  butsukat-ta.
Empty.can-nom  utility.pole-datbump-past

‘The empty can bumped against the utility pole.’

d. Onset causation x immobile subject condition
Dentyuu-ga akikan-ni butsukat-ta.
Utility.pole-nom  empty.can-dat bump-past
‘(lit.) The utility pole bumped against the empty can.’

= ‘The utility pole collided with the empty can.’

As predictions, the immobile subject is predicted to be less acceptable because an event
denoted by the immobile subject variant would be considered pragmatically anomalous.
Additionally, if the intransitive items include causation triggered by the covert agent, there
would be an interaction between the Causation type and the Subject type, as observed in
Experiment 5: the perspective shift induced by extended causation could improve the

acceptability judgment on the immobile subject variant.
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5.3.2. Participants and Procedures

Participants were 100 native speakers of Japanese, recruited via Lancers, and their
mean age was 41.9. 84 JPY was paid for the compensation. They were asked to judge the
naturalness of the sentences after an access on an experimental page of Ibex farm through a
link on Lancers. The judgments were done on a seven-point Likert scale by clicking one of
the boxes numbered 1-7. Here ‘1’ corresponds to ‘unnatural’ and ‘7’ corresponds to ‘most
natural’.

The experiment was conducted as filler items of Experiment 1b in section 4.3. A total
of 16x4 target sentences were distributed over four lists using a Latin-square design. The
experiment included 12 acceptable filler sentences, 12 unacceptable filler sentences and 16
sentences from another experiment. A total of 56 sentences were pseudo-randomly

presented to the participants.

5.3.3. Results

The overall ratings were shown in Figure 20. Again, prior to the analyses, 10
participants were excluded from the data because their z-scores for the acceptable fillers
were less than -2, or those of the unacceptable fillers were higher than 2. The grand mean

of all items was 4.36.
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Figure 20. The mean ratings of the intransitive bump-alternation

A linear mixed effects model analysis was conducted, with subject and item as random
intercepts, predicting ratings from the Causation factor and the Word-order factor. First,
there was a main effect of the Subject factor (¢ = 22.29) in such a way that the mobile
subject sentences were significantly more acceptable than the immobile subject sentences.
Second, there was a main effect of the Causation factor (r = 3.56) in such a way that the
onset causation sentence was significantly more unacceptable than the extended causation
one. This was the same behavior as the result of the onset causation observed in the
transitive counterparts in section 5.2. Finally, there was a significant interaction between
the two factors (¢ = -2.82). Planned paired comparison revealed that the extended causation
was significantly more acceptable than the onset one (¢ = 7.76) within the immobile subject
conditions. On the other hand, there were no differences of the Causation factor within the

mobile subject conditions (¢ = 0.72).
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5.3.4. Discussion

This acceptability judgment study on the intransitive bump-alternation replicated the
results of the transitive counterparts in Experiment 5: The main effect of the Subject factor,
the main effect of the Causation factor, and the interaction between the two factors were
found.

As for the Subject factor, the extended variants were significantly more acceptable than
the onset ones. Again, this was due to the pragmatic anomalous immobile subject variants:
the immobile variant denotes an event in which the covert agent causes the immobile object
to move to the mobile object. So this result is counterevidence against Sadanobu’s
argument that the two variants denote the same event.

Like in Experiment 5, there was a difference of the Causation factor in such a way that
the onset variants were significantly more unacceptable than the extended ones. This
difference is due to the onset x immobile conditions: there was a significant difference of
the Causation within the immobile subject variants while there were no significant
differences of the Causation within the mobile subject variants. Such a difference of the
acceptability judgments means that there is a distinction of the Causation type even in the
intransitive verbs, which lack the overt agent.

In turn the more acceptable extended x immobile condition led to the interaction
between the two factors. Extended causation has an effect on the Subject factor differently
from onset one: the perspective shift triggered by extended causation makes the participant
perceive as if the immobile object was a mobile object because the covert agent moves
along with the mobile object. On the other hand, in the case of onset causation, the covert
agent does not move after he works on the mobile object and the mobile one autonomously

starts to move to the immobile one.
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To sum the results of Experiment 5 and Experiment 6, the acceptability judgments on
bump-alternation were subject to the presence of the agent’s perspective shift, even when
the agent were covert in the sentence. No matter whether the agent overtly appears in a
sentence, extended causation triggered the perspective shift: the overt/covert agent can
move along with the mobile entity while causing it to hit, and the agent’s perception also
moves to the immobile entity, triggering an illusion of the immobile one as moving entity.
By contrast, onset causation does not trigger such a shift because the agent does not move

to the immobile entity.

5.4. Experiment 7: A self-paced reading study on the transitive
bump-alternation
In this section, I report the results from a self-paced reading experiment for the items
used in Experiment 5. The purpose of the current self-paced reading study was to test the
effects of causation type and the object/subject type in online processing, in particular,
whether processing of the causation type and the object type was observed even before the

verb appeared.

5.4.1. Materials

This experiment was a SPR version of Experiment 5 discussed in section 5.2, which
had a 2x2 factorial design crossing the Object type (mobile/immobile) and the Causation
type (onset/extended). Therefore the material sentences included in this SPR were basically
the same as the ones used in Experiment 5 except that I added a second clause to each of
the original stimuli to avoid sentence wrap-up effects. The material sentences each

consisted of the main clause with a main transitive verb, which was either ateru ‘hit’ or
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butsukeru ‘bump’, suffixed with a conjunction such as -node ‘because’, followed by a

second clause. Some sample material sentences are shown below, where slashes indicate

region boundaries:

(95) Item with ateru ‘hit’

a.

Extended causation x mobile object condition

Yopparai-ga /  booshi-o /  kootsuuhyooshiki-ni /  ateta-node

drunken.man-nom hat-acc traffic.sign-dat hit-because
booshi-ga / dooro-ni /  ochi-ta.
hat-nom road-dat fall-past.

‘A drunken man hit his hat against a traffic sign, so the hat fell to the road.’

Extended causation x immobile object condition

Yopparai-ga /  kootsuuhyoosiki-o /  booshi-ni/  ateta-node

drunken.man-nom traffic.sign-acc pebble-dat hit-because
booshi-ga / dooro-ni ochi-ta.
hat-nom / road-dat fall-past.

‘A drunken man hit a traffic sign with his hat, so the hat fell to the road.’

Onset causation x mobile object condition

Yopparai-ga /  ishitsubute-o /  kootsuuhyoossiki-ni/  ateta-to

drunken.man-nom pebble-acc traffic.sign-dat hit-comp
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keikan-kara /  kibishiku /  chuui sare-ta
policeman.from  severely be.scolded-past
‘A policeman severely scolded a drunken man for his hitting a pebble

against a traffic sign.’

d. Onset causation x immobile object condition
Yopparai-ga /  kootsuuhyoossiki-o /  ishitsubute-ni /  ateta-to

drunken.man-nom traffic.sign-acc pebble-dat hit-comp

keikan-kara /  kibishiku /  chuui sare-ta.
policeman.from  severely be.scolded-past
‘A policeman severely scolded a drunken man for his hitting a traffic sign

with a pebble’

It was predicted that there would be an interaction between the Causation type and the
Object type even before the verb appeared if the participants anticipated what type of
causation was involved in an event by making use of the case-marking pattern and types of
entities: the immobile object variant might be processed faster in the extended causation
type than the onset one, in accordance with the results of the acceptability judgment in

Experiment 5.

5.4.2. Participants and Procedures
100 native speakers of Japanese, recruited on Lancers, participated in this SPR
experiment, and their mean age was 39.2. 108 JPY were paid each for participation. The

experiment was executed through Ibex Farm’s experiment web page whose link was pasted
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on Lancers.

A total of 16x4 target items were distributed over four lists using a Latin square design,
to which 24 sentences from another experiment and 24 acceptable filler sentences were
added. A total of 64 sentences were pseudo-randomly presented to the participants. After
each sentence, they were asked to answer a comprehension question on yes/no regarding

the content of the preceding item.

5.4.3. Results

Before the analyses, 4 participants were excluded because IP addresses were identical
and it was doubtful whether they were actually different participants. 3 participants were
excluded because their overall accuracy rates of the comprehension questions were less
than 70%, and 2 were excluded because their mean RTs were greater than the grand mean
of the mean RTs by more than 3SDs. The data of the RTs shorter than 150ms and longer
than 5000ms were removed from the analyses.

To adjust for differences in word length, a regression equation predicting reading time
from word length, in terms of number of characters, was prepared for each participant,
using all filler and experimental items (Ferreira & Clifton 1986). At each region, a residual
reading time was calculated by subtracting the reading time predicted by the participant’s
regression equation from the actual measured reading time. Figure 21 shows the mean

residual RTs at the overall regions:
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Figure 21. The mean residual RTs at overall regions in Experiment 7

In this experiment, the Word-order factor was not included. So the regions of interest were
R3, an immediately preverbal region marked with dative case, and R4, a verb region.

A linear mixed-effects model analysis was conducted, with subject and item as random
intercepts, predicting residual reading time of the regions from the Causation factor and the
Object factor. Figure 22 shows the mean residual RTs for the preverbal object region. Here
there were no main effects of the Causation type (¢ =0.17, p = 0.87) while there was a trend
toward a main effect of the Object factor (¢ = -1.82, p = 0.07). Additionally, there was a
trend toward a significant interaction between these two factors (¢ = 1.87, p = 0.06).
Planned paired comparison revealed that there were no differences between the Object
types within the extended causation types (¢ = -0.23, p = 0.82) while the mobile object type

was significantly read faster than the immobile object one within the onset types (¢ = -2.56,

p=0.01).
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Figure 22. The mean residual RTs at the preverbal region in Experiment 7

As for the verb region shown in Figure 23, there were no main effects of the Causation
factor (¢t = -1.00, p = 0.32), main effects of the Object factor (¢ = -0.69, p = 0.50) or

interactions between the two factors (¢ = -0.25, p = 0.80).
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Figure 23. The mean residual RTs at the verb region in Experiment 7

At the spillover region shown in Figure 24, there were main effects of the Causation

type (¢ = -3.51, p < .01) such that the extended causation type was read faster, and the

Object type (¢ = -2.12, p = 0.03) such that the mobile object type was read faster.
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Furthermore a significant interaction between these factors was found (¢ = 2.60, p < .01).
Planned pairwise comparisons revealed that the mobile object type was significantly read
faster than the immobile one within the onset conditions (t = -2.81, p <.01) and the onset
type was significantly read slower than the extended one within the immobile conditions (¢

=3.92, p <.01).
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Figure 24. The mean residual RTs at the spillover region in Experiment 7

5.4.4. Discussion

As for the preverbal region, an interaction was found although it was a trend: Such a
trend of interaction leads to the fact that the extended causation facilitated processing of the
immobile object type, in contrast with the onset causation type where the immobile object
type was significantly read slower than the mobile one. Thus this result indicates that the
participants make use of the Causation factor when processing the bump-alternation
sentences, even before the verb appears. It is suggested that participants anticipated the
movement event from the case-marking pattern, as well as its potential theme and goal,
even though the verb was not yet available. For example, in the mobile object condition,
the mobile entity was marked with accusative while the immobile one was marked with

dative. Then participants inferred an onset causation event from such a case-marking

123



pattern and types of entities when the mobile one was an entity like a ball, which was
supposed to autonomously move to the immobile object. Conversely, when the mobile
entity was marked with dative and the immobile was marked with accusative, it was
difficult to process the immobile object variant when the mobile object was a ball because
the agent was not supposed to move along with the mobile object, so the perspective shift
was not triggered. On the other hand, the perspective shift was available when the agent
continuously manipulated the mobile entity, and it can facilitate processing of the immobile
object variant. So the Causation type interacts with processing of the immobile object
variant.

At the verb region, a main effect of the Causation type was found. This result is
considered to correspond to the result of the acceptability judgment experiment in
Experiment 5: The better ratings for the extended causation can account for the shorter RTs
for the extended one.

Although clear main effects or an interaction were not found at the verb region, the
interaction was found at the spillover region. Again, it can be seen that the immobile object
variant was processed faster in the extended causation type than the onset one. Given that a
causation event was processed in keeping with the verb meaning at the verb region, such a

processing of the full event might be found at the spillover region.

5.5. Experiment 8: A self-paced reading study on the intransitive
bump-alternation
In Experiment 8 in the current section, the intransitive bump-alternation sentences used
in Experiment 6 in section 5.3 were included as materials for the purpose of examining
whether the intransitivity would lead to different processing patterns in the

bump-alternation sentences. More specifically, the goal of the current study was to examine
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whether there is a perspective shift even in the case of the intransitive bump-alternation,

and how the perspective shift interacts with processing load.

5.5.1. Materials

This experiment had a 2x2 factorial design crossing the Subject type (mobile/immobile)
and the Causation type (onset/extended), which was the same design used in the
acceptability judgment study in Experiment 6. Material sentences consisted of two clauses.
The target clause included the subject marked with nominative marker -ga, the object
marked with dative marker -#ni, and either intransitive atat-ta ‘hit’ or butsukat-ta ‘bumped’
as the main verb, suffixed with conjunction such as -node ‘because’. The second clause was
added to the target sentence to avoid sentence wrap-up effects. Some sample material

sentences are shown below, where slashes indicate region boundaries:

(96) Item with ataru ‘hit’
a. Extended causation x mobile subject condition
Raketto-ga |  kabe-ni |/  atat-ta node / kabe-ga |  hekonde /

Racket-nom /  wall-dat /  hit-pastbecause @/  wall-nom/  dented so/

aset-ta.
be.upset-past

‘The wall was dented because the racket hit against the wall, so I was upset.’

b. Extended causation x immobile subject condition

Kabe-ga / raketto-ni /' atat-tanode /  kabe-ga |  hekonde /

Wall-nom / racket-dat / hit-past because/ wall-nom/  dented so/
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aset-ta.
be.upset-past
‘(lit.) The wall was dented because the wall hit against the racket, so I was upset.’

= ‘The wall was dented because the wall collided with the racket, so I was upset.’

c. Onset causation x mobile subject condition
Tenisubooru-ga |/  kabe-ni |  atat-ta to / basukebuin-ga /

Tennis.ball-nom /  wall-dat /  hit-pastthat /  basketball.player-nom

nankuse-o / tsuketa.
complaint-acc /  said

‘The basketball player complained that the tennis ball hit against the wall.’

d. Onset causation x immobile subject condition
Kabe-ga /  tenisuubooru-ni /  atat-tato / basukebuin-ga/

Wall-nom / tennis.ball-dat /  hit-pastthat /  basketball.player-nom

nankuse-o / tsuketa.
complaint-acc /  said
‘(lit.) The basketball player complained that the wall hit against the tennis ball.

= ‘The basketball player complained that the wall collided with the tennis ball.’

As predictions, if the participants inferred the causation type from a case-marking pattern

and a static/dynamic relation between the object NPs even before the verb appears, an
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interaction between the causation type and the subject type would be found: the immobile
subject variant might be processed faster in the extended causation than the onset causation,

in accordance with the results of the acceptability judgment in Experiment 6.

5.5.2. Participants and Procedures

111 native speakers of Japanese were recruited through Lancers and participated in this
experiment, and their mean age was 40.6. As the compensation, 108 JPY were paid to each
participant. The experiment was run on Ibex Farm.

A total of 16x4 target sentences were distributed over four lists using a Latin square
design. This experiment was conducted simultaneously to Experiment 4 (section 4.6), so 24
experimental items from Experiment 4 were spaced among the 16 target sentences of the
current experiment, along with 16 acceptable filler sentences and 16 unacceptable filler
sentences. A total of 72 sentences were pseudo-randomly presented to the participants.
After each self-paced reading task, they were asked to answer a comprehension question on

yes/no.

5.5.3. Results

As mentioned in Experiment 4, prior to the analyses, 2 participants were excluded
because IP addresses were identical and it was doubtful whether they were actually
different participants. 3 participants were excluded because their overall accuracy rates of
the comprehension questions were less than 70%, and 2 were excluded because their mean
RTs were greater than the grand mean of the mean RTs by more than 3SDs. The data of the
RTs shorter than 150ms and longer than 5000ms were removed from the analyses. In the
same way to Experiment 7, a regression equation predicting reading time from word length

was prepared for each participant, using all filler and experimental items to adjust for
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differences in number of characters. At each region, a residual reading time was calculated.

The mean residual RTs in the overall regions were summarized in Figure 25:

Mean Residual RTs
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Figure 25. The mean residual RTs at the overall regions in Experiment 8

A linear mixed-effects model analysis was conducted, with subject and item as random
intercepts, predicting reading time of the regions from the Causation factor and the Object
factor. Figure 26 represents the results of the preverbal region. First there was a main effect
of the Causation type (¢ = -4.11, p <.01) in such a way that the extended causation was
significantly read faster. A main effect of the Subject type was not found (¢ = -0.99, p =
0.32). Furthermore, a significant interaction between the two factors was found (¢ = 2.93, p
< .01). Planned paired comparison revealed that the mobile object type was significantly
read faster than the immobile one within the onset types (¢ = -2.39, p = 0.02) and the onset
causation type was significantly read slower than the extended causation type within the

immobile object types (1 = 4.68, p <.01).
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Figure 26. The mean residual RTs at the preverbal region in Experiment 8

On the other hand, at the verb region shown in Figure 27, there were no main effects of
the Causation type (= 1.21, p = 0.23). As for the Subject type, the main effect was found (¢

=-6.02, p <.01), where the RTs for the mobile subject was significantly shorter. Finally, an

interaction between the two factors was not found (r =1.62, p =0.11).
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Figure 27. The mean residual RTs at the verb region in Experiment 8
Additionally, the effect of the Subject types was also found at the spillover region (¢ =

-4.21, p <.01) where the mobile subject was read faster than the immobile one. There were

no differences according to the Causation type (¢ = -0.89, p = 0.37) or significant
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interaction (¢ = -0.98, p = 0.33), as shown in Figure 28.
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Figure 28. The mean residual RTs at the spillover region in Experiment 8

5.5.4. Discussion

At the preverbal region, the interaction between the Causation factor and the Subject
factor was found as predicted. That is, the immobile subject variant was easier to process in
the extended causation condition than in the onset causation one. This result indicates that
the participants started the eventive calculation before the verb appeared. It was difficult to
infer a movement event from the immobile subject variant with onset causation, where the
immobile entity was interpreted as the mobile one. This is because onset causation does not
trigger the perspective shift. On the other hand, the perspective shift in extended causation
facilitated interpretation of the immobile entity as the mobile one.

At both of the verb region and the spillover region, the Subject effect was found in such
a way that the mobile-subject variant was processed faster than the immobile subject one.

The cause for such an opposite direction requires further investigation.
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5.6. General discussions

Through the current chapter, I treated bump-alternation in Japanese, which is similar to
the locative alternation in that the object NPs’ thematic roles are theme or location, and its
case-marking pattern alternates between two variants: in the mobile object variant, the
mobile object is marked with accusative while the immobile is marked with dative. In the
immobile object variant, the immobile object is marked with accusative while the mobile is
marked with dative. The case-marking pattern is kept constant between both of the variants.
Basically the immobile object variant is considered to be less acceptable because it is
pragmatically anomalous to infer an event where the immobile object is moving toward the
mobile one. My prediction was that the causation type would interact with the
Object/Subject factor: specifically, processing difficulty of the immobile object variant
might be improved by perspective shift triggered by extended causation. In an extended
causation event, the agent moves along with the mobile object, so he can perceive the
immobile object as if it were moving toward him. This perspective shift facilitates
processing of the immobile object variant.

I conducted two acceptability judgment studies (Experiment 5 and 6), and two
self-paced reading studies (Experiment 7 and 8) in order to examine how the causation type
interacts with the object/subject type in the case of the transitive/intransitive
bump-alternation. As for the acceptability judgment studies in both the transitive
bump-alternation and the intransitive one, the interactions between the Causation factor and
the Object factor were found in such a way that the immobile object variant was more
acceptable in the extended causation condition than the onset one.

The results at the preverbal region of the two SPR studies are summarized in Table 5.
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Causation Mobile vs. immobile type Interaction

Transitive ns trend (¢ =-1.82) trend (¢ = 1.87)
. k k
Intransitive (t=-4.11) ns (t=2.93)

Table 5. Summary of the results at the preverbal region in Experiments 7—8

At the preverbal region in the transitive case, an interaction was only a trend: the greater
RTs for the immobile object were observed in the onset causation type while there were no
differences of the object type within the extended one. In the intransitive case, there was an
interaction in such a way that the onset type was read faster in the mobile object while the
immobile object variant was read slower in the onset type. As reported in Experiment 5 and
6, the immobile object/subject variant is basically unacceptable. It follows from this that
extended causation facilitates processing of the immobile object/subject variant, i.e., the
immobile object/subject variant was processed in the same way to the mobile object/subject
variant when the event denotes extended causation.

Although there were no interactions at the verb regions in both of Experiment 7-8 as
shown in Table 6, an interaction at the spillover region was found in Experiment 7 in Table
7: the onset causation type was read faster in the mobile object variant than the immobile
one, and the immobile object variant was read slower in the onset causation type than the
extended one. As for this effect, it can be inferred that the verb meaning was processed in
addition to an anticipated causation type and then the interpretation full event was

constructed, resulting in processing load, which was found at the spillover region.

Causation Mobile vs. immobile type Interaction
Transitive (Exp. 7) ns ns ns
%
Intransitive (Exp. 8) ns (t=-6.02) ns

Table 6. Summary of the results at the verb region in Experiments 7—8
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Causation Mobile vs. Immobile type Interaction

%k * k
Transitive (Exp.7) ;=3 51) (t=-2.12) (t=2.60)
*
Intransitive (Exp. 8) ns (t=-421) ns

Table 7. Summary of the results at the spillover region in Experiments 7—8

In the current chapter, it was empirically revealed that there was a difference of
processing difficulty between the two variants in bump-alternation through the offline and
online studies. The two acceptability judgment studies revealed that the extended causation
type improved the acceptability of the immobile object variant. In the two self-paced
reading studies, such an interaction between the Causation type and the Object/Subject type
was observed, even before the verb was encountered. This result was compatible with my
prediction: that is, extended causation was contributed to facilitated processing of the
immobile object/subject variant. Thus it suggests that the perspective shift lightens
processing load on the immobile object/subject variant before the verb does not appear.

In conclusion, the verb does not exclusively determine whether the variants are allowed,
but pre-head processing starts before the verb is encountered: in the case of
bump-alternation, the participants infer one of the causation types from the object NPs and
their case markers even before the verb appears. The causation types contributed to

processing difficulty of each variant in bump-alternation.
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Chapter 6. Conclusion

Through this thesis, I attempted to address the following questions: (i) whether the
asymmetry between the variants in the argument structure alternation in Japanese can be
quantitatively attested, (i) how the participants make use of the object NPs and the
case-marking patterns for processing of the alternation, and (iii) whether the participants
start such a processing even before the verb is encountered. The alternation I treated was
locative alternation and hump-alternation.

In Chapter 2, I outlined the previous theoretical approaches, i.e., the lexical rule
approach by Pinker (1989), the construction grammar approach by Goldberg (1995, 2002,
2006), and the lexical-constructional approach by Iwata (2008). I pointed out that the
previous theoretical approaches have an idea in common that the possibility of the
alternation is centered on a verb. Then I compared the classifications of the verbs allowing
locative alternation in English and Japanese. It was indicated that the acceptability
judgments on each variant might depend on the choice of the object NPs, so this is one of
reasons why there are disagreements over the classification of the alternating verbs.

Chapter 3 was dedicated to literature review of previous experimental studies. I
reviewed four experimental studies: the processing study by Carlson & Tanenhaus (1988),
the forced-choice and the elicitation task for child and adult participants by Gropen et al
(1991), the tMRI study by Christensen & Wallentin (2011), and the corpus study for Polish
and Spanish data in Wojciench (2014). These experimental studies suggest that the two
variants in the alternation do not show the same behavior, unlike the ideas proposed by
theoretical approaches.

In order to address the questions of (i) whether the asymmetric processing difficulty of

the alternation can be found, (ii) how the participants make use of the object NPs and the
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case-marking patterns, and (iii) whether such a processing difficulty is observed at the
preverbal region, I conducted four acceptability judgment studies and five self-paced
reading studies on locative alternation and bump-alternation. In Chapter 4, three self-paced
reading studies were conducted for each class of verbs attested in norming studies. The
results of the self-paced reading studies showed that the T-type construction was read faster
than the L-type at the preverbal region for all types of verbs (Experiment 2, 3 and 4).
Additionally, there was an interaction between the Construction type and the Word-order
type at the verb region in the case of Experiment 2, which examined the alternating verbs.
These findings indicate that processing difficulty of the variants in locative alternation is
not the same even before the verb is encountered. Such an asymmetry of processing
difficulty was found even in the case of the alternating verbs.

In Chapter 5, two acceptability judgment studies and two self-paced reading studies
were conducted on bump-alternation in order to examine how the Causation type and the
Object/Subject type would interact. The two acceptability judgment studies showed that
there was an interaction between the two factors in such a way that extended causation,
which would trigger perspective shift, improved the acceptability of the immobile
object/subject variant. The interactions found in Experiment 7 and 8 showed that extended
causation facilitated processing immobile object/subject variant, compared with onset
causation. These results suggest that perspective shift played a role in processing cost on
the immobile object/subject variants in bump-alternation, and importantly, this effect was
found pre-verbally.

In conclusion, the possibility of the theme/location alternation is not exclusively
centered on the verb, i.e., head information. Unlike the head-driven idea proposed by the
theoretical approaches, the pre-head parser works on the processing of the theme/location

alternation, computing the variants by making use of the semantic relations between the
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object NPs, and the case-marking patterns making inferences on the type of event, even

before the verb is available.
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Appendix

1. Item sentences in Experiment 1a

T: T-type construction condition / L: L-type construction condition

(1,T) AT X EBEICB S T2,

(1,L) BENITRER R X THBo T,

2,7 KRFAITY 2 — A% 3y FITENT,
2,L) KEFETa Yy T oY 2 — A THENE,
(3,T) R—IVALZ 7 3HiET — T W E ST,
(3,L) R—IVAL o 71X T—T N EAMTHE-TZ,
4. T) V= A X —13KE T T AT Lz,
4,L) VA B =TT A EKTIHT LT,
(5,T) e AT SR e R IRV

5,L) FE AT I A A TRV,

(6, 7T) NERITWS Z&2FIEED T2,

(6,L) NERIZEZ WD D CiEH T,

(7,T) MEIEZ BRI > 72,

(7,L) FAE I ER B 2 AL T o 72,

(8, T) Bl LI S B A FIZEE B E T,
8,L) Bl T3 7% ZAHTREE bE T,
9,7) THALFT—IFXFEAZ FLRAIZH VDT,
,L) FHEALFT—IE R L AZEATHYITDT,
(10, T) TANA MEEHE RIS LT,

(10, L) TANA MEFESCHI LT,

(11, T) WNEEEH I TBER 2 BE 21T > T2,
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(11,L) WEEEF I TREZ BERK Tl - 72,

(12,T) INFHEIT T B A U T,

(12, L) INFHET R B T A THD T,

(13, 7T) SHERR VI3 2 B P ICREA BT T,

(13,L) SHHERR VIR T % 46 CREA LT 7=,

(14, T) BRI T LEEMEICEATR,

(14,L) BRI EZ T LR CTHEAT,

(15,7) FEIIARZ AMICEEDIAATE,

(15,L) A EIIAM A AR TEIDIAAT,

(16, T) U7 — L EHITN X ERER X AT 7,
(16, L) V7 b — LEEIREE N R TTRE AT T,
(17, 7T) B NIIK 2 ARB I E W,

(17,L) BE A ITHREE K TE VT,

(18, T) FIEARANTE 220 S L,

(18, L) FIE RN T2 &2 TES LT,

(19, T) IR IHREMIZEY S -,

(19,L) JERIZM%Z Z8 TR D 72,

(20, T) INFETBEFEHEICL L LT,

(20, L) INEETHEERBE - THLN LT,

2. Item sentences in Experiment 1b

T: T-type construction condition / L: L-type construction condition

(1,T) REFAT THZ MU L&Y 12 LT,

(1,L) RFPAETMZ TR TILEY IZ LT,
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2,T) FEIIARZHUTILFE AT LT,

2,L) FEFHLEARCTILFEAIZ L,

(3,7) BREFIIAEE AL MR,

(3,L) BREEITE AL FEAKTRE,

4,7) JERTIXBR B & BE i E S < L,

4,L) JERTIEIE & BRECAI CHtx o< L7,

(5,T) T AT < ATFEEAEBTRRICAE D S< L,
(5,L) T AT = TR E TE TR S< L,
(6, 7T) RGBT — 7 25D,

(6,L) IKFEEIXEE T — 7 TR DT,

(7,T) PRAHTI LBt 2 BRI IC 22 & LT,

(7,L) PRARTIIARIE 2 S TR EHI L7,

(8,T) RILIFOS ZARM I - T2,

(8,L) KILIFAMZOL THE- 72,

9,T) EEHF T EZARIZS < o7,

9, L) EHFIIARZM T o7,

(10, T) BHRBFZEZ TN Z —H R A Z T B DT,
(10, L) BHERIFIE NI NAH N Z —Th bz,
(11,7) BREAITE I -T2,

(11,L) BREAUITHEZEETTH - 7=,

(12, T) I BT R & IS H T,

(12,L) FIEE BTN 2 R TH T,

(13,7) R—IVAH » T =% T T A0 NI LTz,
(13,L) R—IVAH » 73T T A% E— L TN LTz,
(14, T) T NRA MERFEFEERGICH 2 72,
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(14,L)
(15,T)
(15, L)
(16,T)

(16,L)

TIVSA MEIFERME 2 2 X Th R T,
THA T FRB IR T,

T YA T3 B YR TR T,

V74— L¥EEFTFANEIRICHEFED T,

U 74— LEETRE S A NVTHEEEDT,

3. Item sentences in Experiment 2

Construction factor {T / L} x Word-order factor {Acc-1st/ Acc-2nd}

(1, T, Acc-1st)

(1, T, Acc-2nd)

(1, L, Acc-1st)

(1, L, Acc-2nd)

(2, T, Acc-1st)

(2, T, Acc-2nd)

(2, L, Acc-1st)

(2, L, Acc-2nd)

(3, T, Acc-1st)

(3, T, Acc-2nd)

WRNDS | X% [ BEIC | Bo7zDT /5L / DL ) L 7r o,
WRNDS / BEWZ | R_U¥% | BofzDT /HUL /DL ) L roT,
WD | BER | N HT [ BoloDT /UL /AL #i o7,
WRNDS | T/ BER | BolzDT /G / DL/ L 7roT,
VBN | NS =% | NS BoleDT | B Ry FiE  BLLL
/e o7,

NV | N | NE =% | BoleDT | B Ry FiE / BLLL
/e o7,

NN | R E | NE—=T | BoleDT | Ry Fid / BWLL
/I ER o7,

U | RNE—T | Rk | BoleDT | U RA vFiE /1 BWLL
/I ER o7,

FAVARD | ~=FaT% /N | Bo7eDT | LMERIT /| LHgc
/@7,

FAVAIDN NS | v~=FaT % | Bo/eDT [ LMEIT | LT

! otz
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(3, L, Acc-1st) FAVAIN | & | ~=F%a2T7 T/ Bo7-DOT | &WERIT /| BT
/o Tz,

(3,L,Acc:2nd) FA VAR /| ~=%2T7 7T/ \& | Bol=DT /| LML /| LEEET

[ w7z,

(4, T, Acc-1st) AATEN | V=T a2k [ BIZ ) BoTeDT [ 7A KWL KD/
m LT,

(4, T, Acc-2nd)  AA VRN [ BIC | v—Ta%k | Bol=DT | T4 KX | K0/
LT,

(4, L, Acc-1st) AL TGN | B | V=2 T | WoloDT | TA RV | Kons
LT,

(4, L, Acc-2nd)  AA TR | M=V aT | BR[| BoleDT ) TA RV I ROB

LT,
(5, T, Acc-1st) THRA KB ) #%& T fLT=0T / EFIE BB E LT,
(5, T, Acc-2nd) 7N A D/ FIZ / #t% / flLT=0T / EENE /I BEFHEE 1 RLT,
(5, L, Acc-1st) THARA KB | T [ T/ RLT0T / EFNE BB E /L,
(5,L,Acc-2nd)  TANA D ) #T ) FE JRILIZOT ) EENE  BEFEE /R LT,
(6, T, Acc-1st) D BE BAIC / RBILEZOT HANT ) BSIEE  EE LT,
(6, T, Acc-2nd)  JEEA / BAIZ / 8% / JILTOT / AT / FIEXEIC / EE LT,
(6, L, Acc-1st) EEN  BRE ) BT/ RILEOT  HANE ) BEIEE  EE LT,
(6,L, Acc-2nd)  JEEN / BT/ BRE / RILTEOT /I BHAZ / FIEEIC / EE L,
(7, T, Acc-1st) TN ATE S Tay 7Rl BILEOT ) BREWE ) =T %
| Blzl=%i,
(7,T,Acc-2nd) Y= 7H / Ty ZRIC /) AT% / RILEZOT / BB / A—T %

| BT,
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(7, L, Acc-1st)

(7, L, Acc-2nd)

(8, T, Acc-1st)

(8, T, Acc-2nd)

(8, L, Acc-1st)

(8, L, Acc-2nd)

(9, T, Acc-1st)

(9, T, Acc-2nd)

(9, L, Acc-1st)

(9, L, Acc-2nd)

(10, T, Acc-1st)

(10, T, Acc-2nd)

YW/ Tay A% /AT T/ HLEZOT
| BT,

TN/ @I/ Ty RE / BIL7ZOT
| BT,

BEREN / MLEE [ BRI/ fliL7zoT
& BEES N,

BRERNR IR LEeyE S flLoT
& BEES T,

HBRERE)R | ke  fLes T/ filiLieoT
& BEES T,

BREREN /LY T BRiiE Lo T
& BEES L,

INFAED | BETE [ HEIC ) b LeDT
bR L7,

INFAED L ERIC I BETAE / boNLEDT

y

FibR L7z,
NEAR | WEE | BET T HHMLEDT
FibR L7z,
INEAED | BT HEE S BHENLTEDT

bR L7z,

/ BEWE ) AT %

/ RBEWE ) AT %

| LA —x ] EbA

| AL —x ] EbA

| AL =3 EbA

| AL —=x ] & b

[ REBUE L AR

[ REBUE L AR

[ REBUE L AR

[ REBUE L AR

BrAEN /ML TE2 /U I oL LD T | 4L BLD

& | BEN T,

BFAEER /HUZ J BLTZ | BN LTEDT | AT EDLD

& | BEN o T,
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(10, L, Acc-1st)

(10, L, Acc-2nd)

(11, T, Acc-1st)

(11, T, Acc-2nd)

(11, L, Acc-1st)

(11, L, Acc-2nd)

(12, T, Acc-1st)

(12, T, Acc-2nd)

(12, L, Acc-1st)

(12, L, Acc-2nd)

(13, T, Acc-1st)

(13, T, Acc-2nd)

BFAEEDN 1 Wl I LT T/ B LinT

& | BEN T,

BFEEN I LT T/ HLE | B LEEDT

& | BEN o T,
BEN /Mt
¥Bor,

VR =Vt

MEN / Ve 7 T &

HBoil,

BMEN/ VT E I MET

HBoil,
MEMN /T
HBoil,

[ Ve Tk

B/ Bbbex | BIEIC

L7z,
BIEDS [ WG
L7z,
IR [ W%

L7,

I Bbbo#

| BbH2T

YA/ BbbeT / BEE

L7z,

WEEE DS/ A
7o
WEEE Y KIS

7=

/ KRiZ

| W% ) K o7-DT | BRI
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/

/

/

/

/

/

/

/

HHoMLIZDT

HHMLIZDT

HHoMLIZDT

HHMLIZDT

HHMLIZDT

HHoMLIZDT

HHoMLIZDT

HHMLIZDT

| KK 27=DT | HERKIC

| TAERET ) RS D

| AT ) RS D

[ FRET / HRE DI/

[ FRET / HRE DI/

[ FRET / HRE DI/

[ FRET / HRE DI/

/PTAZEIX / B&T

/PTAZEIX / B&T

/PTAZEIX / B&T

/PTAZEIX / B&T

/ F<IZ

/ F<IT

/ g

/ g

/ g

/ g

I FEREN

I FEREN



(13, L, Acc-1st)

(13, L, Acc-2nd)

(14, T, Acc-1st)

(14, T, Acc-2nd)

(14, L, Acc-1st)

(14, L, Acc-2nd)

(15, T, Acc-1st)

(15, T, Acc-2nd)

(15, L, Acc-1st)

(15, L, Acc-2nd)

(16, T, Acc-1st)

(16, T, Acc-2nd)

HHEHEEDN | KE | T/ << 2720 T / BERKIC

776

WS ) BT ) ARE /KL oD T /I BMEKIC

776

BEADY / Ob % / FEEi /

/EFB L,

BEADS / TR /S Ob %/

/EFa L,

BEADS / BFE / Ob T/

/EFa L,

BEADY / OB T/ iy

[ ETO LT,
L |

7o
KED | 2T
7o

EN | Zx
7o

DS |

7o

AT I LK BT

| NT AN

| N7 EAALT /

AT IALT | 2%/

LK »7dT

LK »7dT

LK »7dT

LK »7dT

LK »7dT

LK »7dT

LK »7dT

LK »7dT

/ F<IT RSN

I 4<IZ

I FEREN

| REZI T | V—IViER &

| REZI T | V—IViER &

| REZI T | V—IViER &

| REZI T | V—IViER &

[ RO | HER | eE o

/ORI HED

/ WBE -

/ORI HED

/ WBE -

[ RO | HER | eE o

BlEEEDN | E=—nL0b% / MBIl / K< 27DT /| IR—% | ®-5

<hH /I BALE,

BLIEZEE D | MBI

<hH /I BALK,
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(16, L, Acc-1st)

(16, L, Acc-2nd)

(17, T, Acc-1st)

(17, T, Acc-2nd)

(17, L, Acc-1st)

(17, L, Acc-2nd)

(18, T, Acc-1st)

(18, T, Acc-2nd)

(18, L, Acc-1st)

(18, L, Acc-2nd)

(19, T, Acc-1st)

(19, T, Acc-2nd)

BLEEEEN | fiEZE | ==L UOb T/ KL 2E2DT /| hR—% ] do

<hH /1 BALE,

BLEEEDN | E=— L Ob T / fifhk /| K< 27DT / I —% | ®o

<Y /1 BALL,
BHRFIEZRE N | NEZ—% | 7RAZIT | BT DT [ FOIZE
PIZ /7 FET L7z,
BHEFTGRZN | RAXIT | AE—% | DbHTOT | B IX
PIZ /7 FET L7z,
BRSNS | SRS & | NE—T | DHbEDT | HI X
PIZ /7 FET L7z,
BHERFTEZEN | NE—T | RAZE | DHHTEDT | FHOIX
PIZ /7 FET L7z,

METREN | BEE | TART | 2HOTZDT [ §

% | WFF LT,

FETRN | 74 R | BEE | PODEDT /i

% | WFF LT,

FEFRED | TARE | BET | 2HDEOT /)

% | R L7,

METFREN | BET ) TA A% | DDOHFDOT /i

% | R L7,

| AR TF

| AR TF

| AR TF

| AR T

P A= a—

HA = a—

HA = a—

P A= a—

T | Y —A% | WEITFIC ) oo T  IRE / FhEnT /o

FAHAEVWLT,

FamHs /1 WEITF

FAHAEVWLT,
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(19, L, Acc-1st)

(19, L, Acc-2nd)

(20, T, Acc-1st)

(20, T, Acc-2nd)

(20, L, Acc-1st)

(20, L, Acc-2nd)

(21, T, Acc-1st)

(21, T, Acc-2nd)

(21, L, Acc-1st)

(21, L, Acc-2nd)

(22, T, Acc-1st)

(22, T, Acc-2nd)

T/ WEH 1% | Y —AT / »HHDT [ 1]IL /
FAHARWLT,

Fwws /) Y —AT /| AFTFZ | o0 T /L /
FAHARWLT,

F—F—=0n/ may T | Uy TN HHDDT
% | Fb L,
F—=T =N Ty 7N | vay Tk | »EDZOT
% | Fb L,

F—F=WN Ty TINE | vay T T/ hbHEDT
% | Fb L,

F—F =/ vay ST Ty TNk | hHHEZDT
% | Fb L,
R—VAZ TN | B—)vE& | TR
BEAT | KRBT LT
R—IVAZ TN | TR | E—&
BEAT | KRBT LT
R—=IVAK TN | TT7 A%
BEAT | KRBT LT
R—VAZ TN | B—=VT | TT A%
BEAT | KRBT LT

FBHIRDS | WA b | Fx T 41T
Lik /I bbbbe | £FEo7,

BRI | FxX T4 ) NA Ty b

Hik/ bbbbl /| EEoT,
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bt /o

b /o

| BB/ Fr A

| WA BEE / F1 A

| WA BEE / F1 A

| WA BEE / Fr A

[ WoEWNZ LD T ik /

[ WoFWNZ LD T ) ik /

/| BE—=)LT / WX\ LD T ) BT/

[ WoEWNZ LD T ik /

/ WXV L= T/ Fik=

/ WXV L= T/ ik



(22, L, Acc-1st)

(22, L, Acc-2nd)

(23, T, Acc-1st)

(23, T, Acc-2nd)

(23, L, Acc-1st)

(23, L, Acc-2nd)

(24, T, Acc-1st)

(24, T, Acc-2nd)

(24, L, Acc-1st)

(24, L, Acc-2nd)

FEWIRN | ¥ T 4% | NAT7y b T/ 0oV LieoT /[ Fikz
bl / bobbe | £EoT,

BRI | N2y bT I v T 4% [ Dol LT/ Fikie
bl / bbbbe | £FEoT,

FEIGEN | BEE WS L Dol LT/ BEE  mEABIC
| TeL72®iz,

FHEIGHN | WIS / BEE L Dol LT/ BEE  mEABIC
/| TeL72®iz,

FEIRD | W% | BET / WoldWZ LD T/ BE#ET / mEADLIC
/| TeL72®iz,

FEIHN | BEHT /W EZ / VolEWIC LD T/ EE / EEABIC
/| TeL72®iz,

by TETAN ERE [ 7a—Ey MZ/ Wl XWI LD T / i
[ REBFEZ ) DAY L,

by BTN [ 7a—FBy M/ FERE L D2 EWITLIZDT /BT
[ REBFEZ ) DAY L,

Fy BTN | 7=y Fa [ FEIRT [ Wl XWIT LD T /BT
[ REBEFEZ ) DAY LT,

My TETADN FERT ) 7r—Ey b / WolXWIT L72DT /i

[ RBEFEC | DAED LT,
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4. Item sentences in Experiment 3

Construction factor {T / L} x Word-order factor {Acc-1st/ Acc-2nd}

(1, T, Acc-1st)

(1, T, Acc-2nd)

(1, L, Acc-1st)

(1, L, Acc-2nd)

(2, T, Acc-1st)

(2, T, Acc-2nd)

(2, L, Acc-1st)

(2, L, Acc-2nd)

(3, T, Acc-1st)

(3, T, Acc-2nd)

KEAN | Pa—R%E | ay I/ EWEOT /OBIL / Tha—iL%&w |/

HL LT,

KEAN | av T Pa—R%E | EWVWEDOT /OBIL / Tha—iL%& |/

HL LT,

RFEN | ay T | Pa—AT /[ ENEDOT /OBIX / 7a—iL%ix

HL LT,

RKEAN | Pa—RAT /| ayTa | EWVWEDOT /OBIL/ Tha—iL%E |

HELT,
W—IVAH T
AT L7z,

R— VA H > TH
AT L7z,
R—I)VAH > TH
AT L7z,
R—I)VAH > TH

AT LT,

| B—=N%E | TR FEWEDOT /I RIEL ) EAT

| ZTARIT ] B— Nk FEWEDT / RIL ) BAT

| 7T R% | BE— LT | FEWEDT [ RBlL/ EAT/

/| B=NT | T R% | FEWEDT /| BlL | AT/

BEN ALEE | Dy FENTEDOT [ F/OD ) HEVIT ) SLHiAD

7=

IR /) By AN LT L ENTFEOT I /YN ) BE0IC ] SEHIAD

7=
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(3, L, Acc-1st)

(3, L, Acc-2nd)

(4, T, Acc-1st)

(4, T, Acc-2nd)

(4, L, Acc-1st)

(4, L, Acc-2nd)

(5, T, Acc-1st)

(5, T, Acc-2nd)

(5, L, Acc-1st)

(5, L, Acc-2nd)

(6, T, Acc-1st)

(6, T, Acc-2nd)

WEFED /| By T E R T I EWTEOT

—o

BEN )RR T ) T E ) FENEOT

—o

R | BHRZ | BOHR | FENEDOT

—o

HRN | ORI | BEE | EWEDT

—o

HRD | BDHZ | BART [ EWEDOT

—o

R | BRT /| HOHZE | ENTZOT

7=

NERD | WHIT%x [ R/ GED=DT

776

NEEMN /B2 Wb T% | #FEH7-0T

776

NEEN | x| WHI T/ FHHizDT

7=

NERD /| WHIT /[ FEx | GHDeDT

7=

FON | H0IT ) SLHIAD

FON | H0IT ) LHIAD

B3/ AEFz ) HEL

B3/ AEFz ) HEL

B3/ AEFz ) HEL

B3/ AEFz ) HEL

BEAL ) OUEE / HEE L

BEAIL ] OUEE / HEE L

BEAIL ] OUEE / HEE L

BEAIL ] OUEE / HEE L

My 7FE=TFTAN / ERE / 7ua—Ey M2/ FEOROT /B /IR

2/ OAEY LT,

y

fy7E=TAN | Z7u—Fy M2/ ERE / FEO=0OT /[ B/ RERE

2/ OAEY LT,
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(6, L, Acc-1st)

(6, L, Acc-2nd)

(7, T, Acc-1st)

(7, T, Acc-2nd)

(7, L, Acc-1st)

(7, L, Acc-2nd)

(8, T, Acc-1st)

(8, T, Acc-2nd)

(8, L, Acc-1st)

(8, L, Acc-2nd)

(9, T, Acc-1st)

(9, T, Acc-2nd)

by FETAN | Ju—Ey M [ FERT /

W2/ 2AEY LT,

y

My 7ETAMN | HERT /) 77—y v/

2/ OAEY LT,

Ny IRy =W | BEEz % | DT

| FoTE ] ML,

Ny 72y = | T ] EEZE R

| FoTE ] ML,

Ry 7y =0 | D™NEAE | EEZT

| FoTE ] ML,

Wy IRy =N | FREZT I MEALE 1§

| FoTE ] ML,

HEEDS / TfE / WIETIIC ) BT ) FELEBIT

-7,

HEEDS 1 WMBTIC / ZRAE FEDTEOT ] FELEBIT

77,

HEEDS /W E /) TRT /Do T I FEBEBIT

77,

WEEDS 1 ZERT WM AR Do T ) FELEBIT

77,
WEEEE D | BERE / BEIZ /
77,
WNEESEE N O BEIC ) BERRE /

-7,

150

FEWIZOT Bk R

FEDTDOT Bk R

DO T /I ERAKX v TIF

DT /I ERAKX v TIF

DT /I ERAKX v TIF

DO T /| BERAKX v TIF

op
%:JL
ry

| £F

op
Eli_\t

Iz ) EFE

op
Eli_\t

Iz ) EFE

op
Eli_\t
™
i
94k

Eo7eDT /) VU7 [ FEKY | Eb

Fo7eDT / VB 7 [ FEKR | Eb



(9, L, Acc-1st)

(9, L, Acc-2nd)

(10, T, Acc-1st)

(10, T, Acc-2nd)

(10, L, Acc-1st)

(10, L, Acc-2nd)

(11, T, Acc-1st)

(11, T, Acc-2nd)

(11, L, Acc-1st)

(11, L, Acc-2nd)

(12, T, Acc-1st)

(12, T, Acc-2nd)

WAL 7
27,
EES R
272,
TR A 23
(2o,
TR A 23
(2o,
TR A 23
(2o,
FOAEIE A 23
(2o,
Kl BARD
7 Liz,
Kl BARD
7 Liz,
Kl BARD
7 LTz,
Kl BARD

7 L7z,

| BEZ | BERRC / (Zo7e0T /) Ve TIE ) SRR | ED

| BERKT / BER ) (Zo7eT ) Ve TIE ) SRR I ED

[ & [ A T T ) MER ) REZDITE ik

[ BT a1 T T ) MER ) REZDIFE

| [EF% [ $RT / 1Fo7-0T / =l / AoEZ DY / #Hik

T/ EFE [ 1 Zo7eDT / MEIL ) WERDITE / fikk

~

~

WA | WEIC / 1Zo-0T / BRIT / FEE / Fxv

| BEEIT ) BEE [ Fo-0T / BHRIT /) FIEE ) F

WEE | WET /[ Fo-0T / BRI/ FIEE /) Fxo

~

WHET / #BE5% /| Zo7-07T | BAURIZ / FlE%E | Fxv

~

IRFEED [ (R#ET 4N L% | AHIT [ 1Fo7-DT | FIAFEIT / ¢

—Ric / EElshT,

RFEEN | A<RIC [ R#ET 4 VD% | ToT-DT | HAMEEX ) A

— Ric / EElshT,
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(12, L, Acc-1st)

(12, L, Acc-2nd)

(13, T, Acc-1st)

(13, T, Acc-2nd)

(13, L, Acc-1st)

(13, L, Acc-2nd)

(14, T, Acc-1st)

(14, T, Acc-2nd)

(14, L, Acc-1st)

(14, L, Acc-2nd)

(15, T, Acc-1st)

(15, T, Acc-2nd)

(15, L, Acc-1st)

(15, L, Acc-2nd)

RFEEN | A~hE [ RH#ET S ILAT [ 1Zo7-DOT | HiAMEEX | A

— R/ EElshT,

A= VAN S

— Ric / EElshT,

BRD | FLEZ [ fmEiC

72

BEZEN WIS ) T LEE  BATEOT / MEIE L v/

72

EEN | fEE /] TLET/ BATEOT / MEIE /1 v/

72

BREMN /) TLET / fiffEs

72

HTANVANT | AHRE | 1Zo7-DT /| FiAfLBIZ / 2 ¢

[ FEATEDT [ fERIL / T [ EolX
ZEPSYES
ZEPSYES
[ FEATEDT [ fERIL / i [ EolX

BLEZEE DS | BN — V% [ el [ BMATEOT [ AT/ Bkt x / ik

AL,
[[RRESE S a/
AL,
[[RRESE S a/
AL,
[[RRESE S a/

A LT,

/| B | BBER—V% | EATEOT /AT BlEkE /O

| wiaZ | BAR—AT [ BBATEOT | AT Bkt /i

| BEAR—LT | B %E / BATEOT /AT BEkE /O

0

FIRED | Ka I HUZ | BBATEOT [ 51F T/ BEE | Lo,

FIRED 1 WIS | KE | FBATEOT [ 5F X/ BE | Lo,

0

FIRED / Hlx | KT/ BATEOT / 5F T/ BE 1 Lo,

FIRED | KT/ HE I BBATEOT /| 5F X/ BE | Lo,
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(16, T, Acc-1st)

(16, T, Acc-2nd)

(16, L, Acc-1st)

(16, L, Acc-2nd)

(17, T, Acc-1st)

(17, T, Acc-2nd)

(17, L, Acc-1st)

(17, L, Acc-2nd)

(18, T, Acc-1st)

(18, T, Acc-2nd)

(18, L, Acc-1st)

(18, L, Acc-2nd)

(19, T, Acc-1st)

(19, T, Acc-2nd)

7o
B A 23
B A 23
B A 23
B A 23
JEEBili 73
7o
JEERili 73
7o
JEERili 73
7o
JEEBili 73
7o
PRI
7o
PRI

7=

| KE | AEIC
/ I | KE
/ HE%E | KT

/KT | HEE

| BEERIE /RIS ) EWEOT /) MR

R
M

| BE% | BREFIT [ FNeDT ) MR

/| BREAIT / BEE /] EWZOT /MR

| FBRFIE ) S S FWEoT RV XTI

! LB

| FNT=DT [ FEIE
| FNT=DT [ FEIE
| FNT=DT [ FEIE

| FNT=DT [ FEIE

| BREHFZ | F oD T R

| FdFlE S FENZOT /ITBWS / ZETIC

153

S ERE ) TAZI ) BAREOT ) RE A L Lk

S /TR ) EEHEY I BATFEOT L HERIT O HTE LT

S TR E | EBERT I BAREOT ) RIE D HFE L Lk

S BT T AR I BBATEOT ) fRIE L HFE L Lk

WHLL /I,

| o7z | R RDo

| £o72< | R D o

| £o72< | R D o

| o7z | R Do

/ FEh L

/ FEh L



(19, L, Acc-1st)

(19, L, Acc-2nd)

(20, T, Acc-1st)

(20, T, Acc-2nd)

(20, L, Acc-1st)

(20, L, Acc-2nd)

(21, T, Acc-1st)

(21, T, Acc-2nd)

(21, L, Acc-1st)

(21, L, Acc-2nd)

(22, T, Acc-1st)

(22, T, Acc-2nd)

FIRAS / L%/ FBEIT ) T 00T/ ICBWA / ZBEHIC 7 KL
7

FRIRAS / AT /) LB E TV T/ ICBWA / ZBEHIC 7 KL
7

EELTFR / HERE / ENIC ) EVEOT / RIEI RIS a0 /L
ot

HEERTA [ BN / BEAE | 00T RIEZRIT L e /L
AW

HEETR / HNE [ BEAIT / F0W0T  RIEZRIT L b /L
ot

HEETN /| BEAIT / HNE / F0OT RIEZRIT L e /L
ot

Flrfins /@A /RIS /BN T ) BEIR ) RFEEE L EEL
7

Flrfins / BElc /A E BN T  BEIR ) RFEEE L EEL
7

Flrfins / ik /AT /BT BEIR ) RFEEE L EEL
7

Flrfins AT/ ik BT BEIR ) RFEEE L EEL
7

BN ) BiRREE /) FEIC S BNEOT  BETHEN /I <o&D L
oz,

BN ) FEIC  BRGEE S BN T ) BETHEN I <o& DL

ol
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(22, L, Acc-1st)

(22, L, Acc-2nd)

(23, T, Acc-1st)

(23, T, Acc-2nd)

(23, L, Acc-1st)

(23, L, Acc-2nd)

(24, T, Acc-1st)

(24, T, Acc-2nd)

(24, L, Acc-1st)

(24, L, Acc-2nd)

EEEAS | FEAE BRI /BN T BEETHEN / < oxh L/

ol

EERAS  BEREEC / FE LY BT BEETHEN / < oxh L/

ol
ALYk
7o
ALYk
7o
ALYk
7o
ALYk
7o

£ SGN
7o

£ SGN
7o

£ SGN
7o

£ SGN

7=

| A R—IVE& | BT/ EN-OT /JEBIX /MBI /B

| B ] A M=% | BT/ EBIX /WIS B

| & | A=)V T /BT / EBIX / VI B

| AR—LT | B%& | BW-0T /JEBIX / MBI / B

| KEANEAE FRIC /BN T L AT 1EoE LT /I Es

FBIC L RRIEE L BT L AT 1EoE LT /I Es

| 6% | RAIET /BT AT 1EoE LT /I Es

| KEANET /8RBT L AT 1Eo LT /I Es
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5. Item sentences in Experiment 4

Construction factor {T / L} x Word-order factor {Acc-1st/ Acc-2nd}

(1, T, Acc-1st)

(1, T, Acc-2nd)

(1, L, Acc-1st)

(1, L, Acc-2nd)

(2, T, Acc-1st)

(2, T, Acc-2nd)

(2, L, Acc-1st)

(2, L, Acc-2nd)

(3, T, Acc-1st)

(3, T, Acc-2nd)

(3, L, Acc-1st)

R—NRE TN | Fik | T—TNT | BoT=DT /| VAU | WL /

Fro7-,

R—=IVAHF TN | T—=TNZ | Kk | Bol=DT / YrIVxH | HlEE /

Fro7,

R—=NVAB TN | T—=T N | T/ Bol=DT /| VL) | Hliixk /

Fro7,

R—=IVAH TN | T T—=TNe | Bol=OT | VAVt | YFE /

FlooTz,
[UERESE Sl
7o
[UERESE Sl
7o
[UERESE Sl
7o
[UERES Sl
7o
CES TN
27,
CES TN
27,
CES TN

77,

HR—% | W | BT /AL BEEE /O HER L

W | S —% | BoTl-DT | AT/ BRESeE / MR L

x| ISN—T | Hol-DT | AT / Blkdex / HRL

HR—=T | fii% | Bol=DT | FNT / Bk E ) MR L

77— K%& JHEIZ | BoTl-DT [ @BITNIE L FETED | bbb

BHIZ | 7= R%& | oo T [ @It NI/ GEED /1 Db

% | 7—RT /| BBolOT [ @IT NI/ FEED /1 Db
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(3, L, Acc-2nd)

(4, T, Acc-1st)

(4, T, Acc-2nd)

(4, L, Acc-1st)

(4, L, Acc-2nd)

(5, T, Acc-1st)

(5, T, Acc-2nd)

(5, L, Acc-1st)

(5, L, Acc-2nd)

(6, T, Acc-1st)

(6, T, Acc-2nd)

(6, L, Acc-1st)

(6, L, Acc-2nd)

(7, T, Acc-1st)

HGHENR | 7— T/ BEHE | BolDT [ BITANE /D / DIl
-7,

BEN | A N—% | B | BoleDT | XKENZ I WEE 1 {3,
BEN ) JEIC I AN—NE | Fol-DT | XKEANX ) WEE | BT,
BEN | JHE | AN—AT | Bol-DT | XEANX /I WEE | BT,
BEN | AN—NT /| JBE | BoloDT /| XA /| WEE /| 5907,
VA K= Kak | TR LD T ] R ) —RIS  BRBTL
7

T AF—=N | TR KE W LTEOT I RIE ) RIS SRBETL
77

VA B—=W | JT A% [ KT /W LOT / FiE/ —RIC  KAETL
77

VA L= KT/ TT A% | Wiz LDT /| RiX | —KIC | kAT L
7

KFED | BEFZ | &8I / Wl L7cDdT / iz [ 1 ZEALE /FRL
7

RPN | 22ESGI12 / BESFZ [ Wl LizDT | YixE [ 1ZEAE ] FEL
7

RPN | 2BE o % | BEFT /Wl LieDT | Iix [ 1ZEAE [ FEL
7

RPN | BEFT ) BEF% /Wl LieDT | ix [ 1ZEAE [ FRL
7

RS AN | BExE /WIS /WLl T /T BESAE I BAL

776
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(7, T, Acc-2nd)

(7, L, Acc-1st)

(7, L, Acc-2nd)

(8, T, Acc-1st)

(8, T, Acc-2nd)

(8, L, Acc-1st)

(8, L, Acc-2nd)

(9, T, Acc-1st)

(9, T, Acc-2nd)

(9, L, Acc-1st)

(9, L, Acc-2nd)

(10, T, Acc-1st)

fifE S AN |

776

fhEE AN 1 inf

776

| BiEAE [ W L-0T /L BESAE

| BET /W L=0T | X ] BESAE /

fhESAm | BIGT /I BHi%Z | W= L7-0T | L ) BESALE /

776

BRI | XX T 4% | NAy T

L/ EEoT,

FEMRIRDS | XAy R

LI EEoT,

BWIRDS | NAry be | XY T 4T /il LizoT /[ e BiX /

LI EEoT,

BRI | ¥ T 4T/ NAry b &

L/ HEEoT,

| XX T 4%

WRBED | T—7 % | 56T/

HRFEEN | i | T—T% /

WoeEN | % | T—7 T/

WEBN /| 7—7T | #x /|

BMbi-0T /

BMbi-0T /

BMbi-0T /

BMbi-0T /

/T Lo T ) BT

/T Lo T ) BT

/T Lo T ) BT

T TIE I 52T

T TIE I 52T

T TIE I b9/

T TIE I b9/

ERMD | AT ] BIEIC ) BOT-0T / ®EFVL B RE
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(10, T, Acc-2nd)  ERHAD / AIFZIC | ~TEV % | BHI=OT /| ®TNVIE | B A% | o
77

(10, L, Acc-1st)  ERHAIN / §iEE | ~TEL T/ BOEOT | TFT/WMWEL /B A% [ o
77

(10,L, Acc-2nd)  EFHID /| ~T T/ HiZEE | BOZOT | FTVIE ) B A% | BEo
77

(11, T, Ace-1st)  FBER / 7 U v 7% [ FEHIZ /| OO T [ L#EX /I XAk | o7,

(11, T, Acc-2nd)  FAEN / BHIZ / 7V v 7% | BT | BE T | Xz | -7z,

(11,L, Acc-1st)y  FUEN / EfEE / 7V v 7T/ BOOT ) X /I X% | -7,

(11,L, Ace-2nd)  FEN / 7 U v 7T/ EFAE | OO T [ L#EX /I XAk | o7,

(12, T, Ace-1st)  BEN / Ry FxF 2% / EEHZ / OO T / FFEE /7 ZORIC / SiFE-

(12, T, Acc-2nd)  #REWN / BEHZ / Ry F X2 % | BHI=OT /| REIL / TORIC / SIE-

(12,L, Acc-1st)  #REN / BB Z / Ry FFAT | BHO=DT /[ FEIL /I TORIC / SIE-
7

(12,L, Ace-2nd)  FRED / Ry FHF AT / &tz | BOOT /) FFEE /7 ZOKRIC /1 SiE-
7

(13, T, Acc-1st)  KLHM / Ob % /| FEMIC / fiolodT /) BEWIT / #3812 / EiE LT,

(13, T, Acc-2nd)  KLA / BEMIZ / Ob%E / fioslzoT /) BEWIE / #8512/ EiE LT,

(13,L, Acc-1st)  KLM / BEM%E | ObT / fislooT /) BEWE / #3812/ EiE LT,

(13,L, Acc-2nd)  KLHA / OHT / FEM%E | fiolzoT /) BEWIT / #3812/ EiE LT,

(14, T, Acc-1st)  HEEE DS /| N F T % | K2 | fiol-0T / HHEFIC / 9<IC/ BRESH

776
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(14, T, Acc-2nd)

(14, L, Acc-1st)

(14, L, Acc-2nd)

(15, T, Acc-1st)

(15, T, Acc-2nd)

(15, L, Acc-1st)

(15, L, Acc-2nd)

(16, T, Acc-1st)

(16, T, Acc-2nd)

(16, L, Acc-1st)

(16, L, Acc-2nd)

(17, T, Acc-1st)

(17, T, Acc-2nd)

(17, L, Acc-1st)

BEEFE N | BT | N F TR ST DT L HEERIC IS BRER
7o

HEEEDR | Bk | NEFT T ol T BRI /L TIS /BRI
7o

BEEFE N | N HFT Kk [ EoToDT HERIC /IS BRER
7o

BEADS | LT —=T% | &HEIC /o7 T | RES AL | V—IViERE
[ EE LI,

BEADS / NS | LT —T % | fio7eDT | RES AT/ v—IViER %
/ EE LI,

BEAZS /| W E | HLT =7 T | fo7eDT | RES AL | V—IVERE
/ EE LI,

BEADS | LT =TT ) &% | o7 T | RES AL | V—IViERE
/| EE LI,

By | LN R [ B [ foled T/ KEIT 7 EFESRE /RO HL
7o

FHERND /IS / FLN RE [ fioleDT ) KIEIT / EREGE S RV HL
7o

FEHRDS / Wiz | FLNY KT/ oo T ) KIEIT / EREGE S RV HL
7o

FHN | TANRNCRT ) g /o0 T ) KEIX ) BEREY L

EEEN / RE WIS JleoT BRE ) 7 —2% /130T,

i
BEEEN /BN ) RE -0 T I ERNT ) Tr—2% 1 1EDT-,
i
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(17, L, Acc-2nd)
(18, T, Acc-1st)
(18, T, Acc-2nd)
(18, L, Acc-1st)
(18, L, Acc-2nd)
(19, T, Acc-1st)
(19, T, Acc-2nd)
(19, L, Acc-1st)
(19, L, Acc-2nd)
(20, T, Acc-1st)
(20, T, Acc-2nd)
(20, L, Acc-1st)
(20, L, Acc-2nd)

(21, T, Acc-1st)

(21, T, Acc-2nd)

(21, L, Acc-1st)

(21, L, Acc-2nd)

(22, T, Acc-1st)

(22, T, Acc-2nd)

SEEEN /KT WE  BeoT /) B
MALHS / HELE 1 F U

WERAS / F 2T

FHAT 23
FHAT 23
BE N
BE N
BE N
BE N
BHERM
BHERM
BHERM
BHERM
TPA F =N
7o

TPA T =N
7o

TPA T =N
7o

TPA T =N
7o

SR VLS /
B,
S e 2

B,

| X%
| WEET
| wRE
I RFFIZ
! Rfsz

| BT | KA E

| AN MR E D BT

| AR RT I =0T

IR AT h | =0T/

[ NCAFIT N K BpLEy [ edleoT [ BHRIE /O HRITZIC

| Tx—Lb%& [T,

[ JHTeDT | HRIL 1 o T/ BONTT,

| W& | HT=OT L HRIT ) EST BV T,

| WELT | T2 T O HRIT BT BV T,

| ¥T% DT I WRIE S ELT S BOMNTT,

[ RFHE 1 F7=oT /i B LT T mER,

| BRE | BT ) EkEIL /B LA L BERT,

/ BRT | =0T/ EEIL / LA BENRT,

[ JHTe DT )L L B LRI/ BERT,

| W%k | A0 | BT ) EiED R0 Y EnoT,

D &R0 Y EoT,

D B0 Y EoT,

D &R0 Y EoT,

[ YeBtE ) AR ) Qe T DT WML ) WA TR ] FbL

/AT ) Ykt E / QedTe DT WML ) W AT R ] FbL

(@

[ A% ) YBET /Gl DT WML ) W AT E ] FbL

[ YEBET ) A [ Qe T DT WML S W AT R ] FbL

Kb LE /| NUAFIT ) Ybl-oT ) BER / HkEzi /
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(22, L, Acc-1st)

(22, L, Acc-2nd)

(23, T, Acc-1st)

(23, T, Acc-2nd)

(23, L, Acc-1st)

(23, L, Acc-2nd)

(24, T, Acc-1st)

(24, T, Acc-2nd)

(24, L, Acc-1st)

(24, L, Acc-2nd)

HEEIRDS | N FE I K BRLT /-0 T / BEIZ / HRITZIC

B,

HERIED | < BRLT /I AN ITF % | Yedbl-0T /| BEIZ / HRITZIC

BT,
YRS | Bix [ AT | Yedb =D T
7

YeblE NS | WIS ) BE ) Yedb DT
7

YRR N | Wik%E | BT/ Yedl=DT
77
YOS | BT /WA | Yed =D T

776

MEED | AR E | B2 ) edT-DT
MBS / Bl ) BEREDE [ YD T
MBS /| 2% ) BEREDT / D=0 T

RS /| BEREDT | B | YebizOT

6. Item sentences in Experiment 5

| EMELHEIL | Lok

| EMELHEIL | Lok

| EMELHEIL | Lok

| EMELFEIL | Lok

KB Bbok

X Bbok

X Bbok

X Bbok

! RHo®H

| RHo®H

! RHo®

! RHo®

EioT,

EioT,

EioT-,

EioT,

Causation factor {ex(tended) / on(set) } x Object factor {mb(ile object) / im(mobile

object) }
(1, ex, mb)
(1, ex, im)
(1, on, mb)
(1, on, im)

(2, ex, mb)

ZELNOLET—NL—ZdH T,
ZEBEM™HT—RFL—1E20OUCILH T,
ZELNRFEEEN—RL—MIZH T,
ZEBNHT—RL—nzEERIIH T,

BLOWSARTRERXCFITH T,
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(2, ex, im)
(2, on, mb)
(2, on, im)
(3, ex, mb)
(3, ex, im)
(3, on, mb)
(3, on, im)
(4, ex, mb)
(4, ex, im)
(4, on, mb)
(4, on, im)
(5, ex, mb)
(5, ex, im)
(5, on, mb)
(5, on, im)
(6, ex, mb)
(6, ex, im)
(6, on, mb)
(6, on, im)
(7, ex, mb)
(7, ex, im)
(7, on, mb)
(7, on, im)
(8, ex, mb)

(8, ex, im)

BLWSANRRCFETRITH T,
BLWSANRT — AR —LEXFITH T,
BLWSABRRCTF 27— bR —LZH T,
PN N—HFAITH Tz,
WA TN =T T,

BN Ry VR EkRAIZH T,

BB ALY Ry OR—zh T,
BRENLFOSEF EITH T,
BRENFEEZLHOSITH T,
BEMHLELIIH T,
BENELEZWIIH T,
DENBIEEEZ 7 = ATH T,
DENT = A% BEREIZH Tz,
DENT VAL —2T = ATH T,
DENT 2 A7 A —IZH T,
> FAUN S BT 2 A8 B AR AR & T T

W > FAN 7S AZ AT R A BN B T T,
o PO D 5T A ARSI & Tz,
Wit FAN D ASBIE R A A D S TIZH Tz,
BIENT ry NEREEIZH T,
BENBER T 7y MZH T,
BENT = AR — L EBEIZH T,
BENEELS T = AR —NIZH T,
FBURS L2 X 2 FEMICH T,

FBUmHVE E L & 3o EI8H T,
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(8, on, mb)

(8, on, im)

(9, ex, mb)

(9, ex, im)

(9, on, mb)

(9, on, im)

(10, ex, mb)
(10, ex, im)
(10, on, mb)
(10, on, im)
(11, ex, mb)
(11, ex, im)
(11, on, mb)
(11, on, im)
(12, ex, mb)
(12, ex, im)
(12, on, mb)
(12, on, im)
(13, ex, mb)
(13, ex, im)
(13, on, mb)
(13, on, im)
(14, ex, mb)
(14, ex, im)

(14, on, mb)

FBm A3 i = A A T,
EQLCTYNGE Tk N oa ey
HES DY A RI T -2 EHITESEDT T,
HESUNEEEYA I T —ILEDIT T,
EESUNEZHEEBEICSOT T,
HECUNEREZEEEICSOTT,

KIEH B &R S0 T,
KIEZHPEZ IS ST T,
RIEBNE—EEFEIZSEDIT T,
KIEZBEIHE B —EIZE2IT T,
RERAFENT D T2 BN T ATEDITT,

L BENBH T A 21T ) X I2EDIT T,

R EN R — N 2B T ATEDIT T,
FERUFENEN 7 A R— T SEDIT T,
BOFNEEZOE LITSEDIT T,

BOTNROE LETHIZEDIT T,

BOFNRELS Y ZDOE LIZESDIT T,
BOTHROSLEEALSVIZESDIT T,

Ty B —J/FENERE T—/VARR MIEDITT,

P B —J/FENT—VARR NELERBIZSEDITT,

o D—BERY Y =R — VBT LR NIEDITT,
Py D—IBFNRA—LRRA N &Yy =R/ EDIT T,
TDOFNEBTIERIFIZEDT T,
LDOFRRIZEIBTIICTEDIT T,

TDOFBPRIE> L Y 2 RIITSOT T,
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(14, on, im) TDOFNRIFEZRIETSL VIZESDT T,
(15, ex, mb) WeE ZBRDIEET — 7 IS DIT T,
(15, ex, im) WE IR T =T N EEOEIZSDIT T,

(15, on, mb) We BT E T — 7 ST T,

(15, on, im) WE IR T =TI ERTERICS DT T,
(16, ex, mb) BFNMJE & LRI ST T,

(16, ex, im) B BNLZBEREEZEICSDT T,

(16, on, mb) B 0380 0HE % ZEBEICS DT -,
(16, on, im) BN EBBE &5 OGSO T,

7. Item sentences in Experiment 6

Causation factor {ex(tended) / on(set) } x Subject factor {mb(ile subject) / im(mobile

subject) }

(1, ex, mb) Vay PN T—RL—WIZdHi->7-,
(1, ex, im) =R =BV 2y 7IThizoTz,
(1, on, mb) EENT— L —ihi-o7,

(1, on, im) H—RL—ARBERIZHToT,

(2, ex, mb) T REANRRCFITHTZo T2,

(2, ex, im) RUFNT v RIS T T,

(2, on, mb) F—= R R =B Fihizol,
(2, on, im) RUTFRT— M R— bl oT,
(3, ex, mb) INUNR—NFEITHTZ o7,

(3, ex, im) BADBN U R—=IHTmoT,

(3, on, mb) Ky PR —RNEAICHT=> Tz,
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(3, on, im)
(4, ex, mb)
(4, ex, im)
(4, on, mb)
(4, on, im)
(5, ex, mb)
(5, ex, im)
(5, on, mb)
(5, on, im)
(6, ex, mb)
(6, ex, im)
(6, on, mb)
(6, on, im)
(7, ex, mb)
(7, ex, im)
(7, on, mb)
(7, on, im)
(8, ex, mb)
(8, ex, im)
(8, on, mb)
(8, on, im)
(9, ex, mb)
(9, ex, im)
(9, on, mb)

(9, on, im)

BAD Ry VR—MThHT- o7z,
PV ENEIC DT o1,

BRIV DT o T,
KEM DG DT> T,

F 3K IEMNC B 7o o T2,

HRN 7 = ATz~ T,

T x U AINHEERIZ DT o T,
TYVAE—=NRT 2 RTHToT,
Tz ART Y AE—IHIZoT,
E -3 S AR R S B Tz o T
SRR DNE T2 B 7o o T,
FOSTHISEERIZ DT 72,
RN A DS TIZH T o7z,
Ty FBREECH T 0T,
BEN T ry MZbilzoT,

T o AR—IVBEZ BT o T,
BENT = AR — NI H Tz T,
e ENEEMCHI o7,
BEMDIIZZ DT,

KB BEHEMICHTE T,
BHEMLPERICHIZ ST,

YA R T =PERITEONoT,
BHENYA FI T =250 oT,
ZEEENEIEIZSE DD 5T,

BHENE S WIS OB 1,
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(10, ex, mb)
(10, ex, im)
(10, on, mb)
(10, on, im)
(11, ex, mb)
(11, ex, im)
(11, on, mb)
(11, on, im)
(12, ex, mb)
(12, ex, im)
(12, on, mb)
(12, on, im)
(13, ex, mb)
(13, ex, im)
(13, on, mb)
(13, on, im)
(14, ex, mb)
(14, ex, im)
(14, on, mb)
(14, on, im)
(15, ex, mb)
(15, ex, im)
(15, on, mb)
(15, on, im)

(16, ex, mb)

T PFEIZ S Do Tz,
FERS I SO o T2,
E—ERNFEIC SO0 o T,
FERE—ERIZSDD o7,

F9 ENBA T ATEOho T,
BH T ANIZE ) ZITEDD o7,
R—IVINEI T AT 5D o T,
BT APR =M EDO0o T,

L L IWBABEIZ S D00 Tz,
SEERIT L Iz s oho Tz,

T T A CATHED AN S0 o T,
HSMEEIN T 23 UFRATIRIC S od o T,
K ONT—LIRA MIEDMHhoT,
T—)LR A FR L DITEDINo T,
Py =R —= NI — KRR NSO T,
T—VARA RBY Y =R =M 5DO0o T,
Xx U=y BRSO T,
BRFx U — Ny 728D o T,
RIS Do Tz,

NI RSNV /Y

WEREF 237 — 7 TS0 o T2,

T =T DB S0 o T,
BTN T — TS ono Tz,
T NABE TSSO T,

ARIZ SO T2,
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(16, ex, im) R AN SV Y
(16, on, mb) 7 =R = /LRI SO T,

(16, on, im) IR T 7B —R— 50 o T,

8. Item sentences inExperiment 7
Causation factor {ex(tended) / on(set) } x Object factor {mb(ile object) / im(mobile

object) }

(1,ex,mb) 2B/ Vavr&/ H—FRL—iZ/ HTEOT/ EEN DL/ Hihiz,
(1, ex, im) TN ) H—Rr—nz/ Vav2ZiZ/ HTEOT /&80 /b B,

(1,on,mb)  HtA /) FEEE/ H—KL—niz/ HThE | KEZEN / 2R LZEHIT/
B8 L7,

(1, on, im) TS ) =Rl —&/ FEIZ HThE | KEEEN / S LZEHT/
B8 L7,

(2,ex,mb)  /NFEN /| T REALE RXUFIZ) HTEOT /R IEBNT ELA
2o

2, ex,im)  NPER | RUFE/ T READ, HTEOT /ER JIZBNT ELA

2o

(2,on,mb)  /NFEN | F—FR—E) RUFIT) BTE LD BT B0k
-7,

Q,on,im)  NFEAEN | SNUF R, F— hR—T) BT E BN L BT BV

-7,
(3,ex,mb)  ERAY / NUR—%/ AL BHTEOT /BN ) REE L) BT,
(3, ex, im) S | AR N —IZ) BHTREOT BN | RERE L B,

G,on,mb)  EEA / Ry UR—AE/ A bTEL /| a—Fn | EEEbE Bol,
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(3, on, im)
(4, ex, mb)
(4, ex, im)
(4, on, mb)
(4, on, im)

(5, ex, mb)

(5, ex, im)

(5, on, mb)

(5, on, im)

(6, ex, mb)

(6, ex, im)

(6, on, mb)

(6, on, im)

(7, ex, mb)

(7, ex, im)

(7, on, mb)

(7, on, im)

(8, ex, mb)

W BAE Ry UR—nZ) HThE | a—F»n | AfEREbE Bol,
BYCEN | $I0EE) HIT) HTREOT ) KE / BoEAS LT/ HELE,
BYEN | EE FVEZ HTREOT ) KhE / BN LT/ HELE,
BoEN /L OKEMZE B BTl E 80 AR/ ERKERE DI FFAT
BOCEN | AE KBEWIZ, BTl E /830 AR [ EKKEDIZ FFAT
DEN | BHilgE/ T AL HTEOT / WED | X UR—NVEN Bl
7

N | T 2 A% HERIZ) HTEDOT /MR | X UR—EB BT
7

MR | TV RAE—%] Tz AIZ BTRE JBAC S ZoUEL KBS
iz,

DEN | T2 A% TYAE—IT) BTRE JBEAC ) ZoEL) &S
iz,

Beofh S /BT REEERRIC/ HTRoT /ETR / ERID EHi,
Weo AN ) iRk A/ WS/ HTRoT /T ERID EH,
BrofANDS /| AOKRTE/ KWE#RIC/ HThE | BEMD [ L EE
STz,

Wro S | ZliE#RE/ fOKSTIE) HThE | BHEMD /BLL EE
STz,

BN ) Ty bR OB HTEDT | BER | ~ZAT Kol

BAEN | BER) Ty NI BHTREOT | BERN | ~ZAT Eoi,

BN | T=AR— VR BEZ BTRE | NATEHEBNL / #EEEY DT,
BN | BEE) T=AR—IZ BTl E | NATEER /B ST,
FEIEN [ (I & &) BERIC HTEOT/ ARNS | KEEZ/ <bo

7=

169



(8, ex, im)

(8, on, mb)
(8, on, im)

(9, ex, mb)

(9, ex, im)

(9, on, mb)

(9, on, im)

(10, ex, mb)
(10, ex, im)
(10, on, mb)
(10, on, im)
(11, ex, mb)
(11, ex, im)

(11, on, mb)

(11, on, im)

(12, ex, mb)

(12, ex, im)

FEUEDS | BELE/ 3EIL HTEOT /AXNS I KEEE/ <b-o
7

FEURDS | BKE/ CBEMS HTRhoT  BEhix  FE AL,
FEUR)S | BELE K HThoT / BEbix  FE HeLi,
BAEED | A FI5—%/ BRI BOTEOT /) RIAR—F 1 HR
TaEl i,

FAEEN | BEE/ A KI T2/ SOF7EDOT/ RIA23—1F / e
TaEl i,

BIAAEEN /| EEiEE/ EBIED SO0 T / ERAIR ) BEE O ICHA
2o

BIAFEED /| BIER/ EEEIT) SO0 T / ERAIR ) BEE O ICHA

2o

ol

D A R, SOFT7eOT D/ ES RO,

SRR WIS, SO0 T END L ERD RO,

ol
W W W
<

ol

N E—FExE/ FEZ BOFFEOT /  Botix /I BLEID EoTm,

ol
o)

N KR BE—EIZ S2FE0T /Mo I BLEHID Kol
RERUFEN /1ED)& &/ BHTAL SOF=0T | BB Beiz/ Eni-,
RERUFEN | BH T A%/ 1EH &) SOF=0T | BB Beiz/ i,
FBRYMEFD | R—v&/ BAT AL SOFOT | BEROET / & F/
EIFH LT,

RS EDL | BT A% A—NIT) B2OTF7-0T / BERDEIL 1 & F/

WIFH L7z,
BAMN /I L%/ AREZ) SO & 7 %513/ FEIT BRLE,
BAR /S BER) 1 I LTS S0z e 7 ¥EET ) FEID BRLE,
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(12, on, mb)

(12, on, im)

(13, ex, mb)

(13, ex, im)

(13, on, mb)

(13, on, im)

(14, ex, mb)

(14, ex, im)

(14, on, mb)

(14, on, im)

(15, ex, mb)

(15, ex, im)

(15, on, mb)

(15, on, im)

(16, ex, mb)

(16, ex, im)

BN/ I0arRiTisa/ SBEZ) ST & /g ) MiEE %o
7=,
BN/ SBER) T0a TR, ST e R ) MiEE %o

776

T— LR MNT/ SO E 1 BRI/ §

peisy
e
Jn
K]
~

Yy h—EHEDN | < 2%/
o7z,

Yo h—EEN | T—=LKRA ML/ <D/ SoOFE /I BRI /

peisy
e
Jn
R
~

o7z,

Yo h—EEN / Py H—AR—L&/ A—)LRR NI SO E /BRI

HE%/ Uo7,
Yo h—EEN | T—=VKRANE/ Vo h—R—=I/ SO E /BB
HE%Z/ Uo7,
WEN | XX V— "y T %/ W BOF70T / EEDS / Ee #Ehlk,
HEN / Wa/ Xx U — "y 72/ SO0 T [ EHig)y ) 5EelT/ L,

HEMN / RaE, B S0l S MEE /RTT wiE L,
HEMN /WA RS, S0l S EE /RTT wmiE L,
WE D BEREEES T T SO T ) XTI S B ED Ao
7

WE K ) T—T A BERENT, SO0 T ) U/ e ER Ao

7

We I ) BFlmE T—T ) SOkl BV ERIE I XRE So7,
WE IR | T—TNE BT SokE /T EBVERET I XRE o7,
WA /) &% M B0 T  BREEER / <LK/ Kot
HEN / ME, A2 SO0 T  BEEEN / <TLKT Eor,
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(16, on, mb)

(16, on, im)

HEN | 77 —R—nN%&/ T/ S2FkE / a—FiF / BHEIL 1ER

Il

AN / ME F7E—R—NIT) ST E ) a—FiF  EiEglc, 1ER

Wiz,

9. Item sentences in Experiment 8

Causation factor {ex(tended) / on(set) } x Subject factor {mb(ile subbject) / im(mobile

subject) }
(1, ex, mb)
(1, ex, im)

(1, on, mb)

(1, on, im)

(2, ex, mb)
(2, ex, im)
(2, on, mb)
(2, on, im)
(3, ex, mb)
(3, ex, im)
(3, on, mb)
(3, on, im)
(4, ex, mb)
(4, ex, im)

(4, on, mb)

Vavw BN | H—KFKb—MIZ | Blmo7=DT | &8N /DL /BT,
H—=RVL—=nA ) Va2 Blzo27-0T | &EBN /DL /BT,

FEN |/ H—FL—nIZ | bleolcl | KEZENR / S LESIC/ AEBL
7

H—=FRLb—=nARN | BEIZ | bleolcl | KEEEN / S LEDIC/ AEBL
7

TURRAD | RXUFIT ] BIeotoDT )N EBRT J BLAE,
NRUFN | T REMT | BoTzDT | #3083 T/ BLAE,

T hR—=ILW | RUFIT | BloTol | FHD | B2 | SWIk-o T,
NRUFN ) = R Bleodzl [ R ) e I EWVikoTa,
WRUR=N | A | oD T /BB | REEZL | 8-,

A | N BleoloDT /BN [ REL L/ B,

Ry PR—=AN | A | Dlzolb | a—Fn | b E | Botz,
BAEN | Ry UR—MIT | bloolcl | a—FN | Efflbi | Bolz,
FIVEDN | BT ) BHIeoTeDdT | Rk / R LT / %L,

AaB ) BV ) BleoToDT | Ripax J WO BB LT/ HIH LT,

KRS [ 25 ) DleoTlol [ $90 Ay / EEZ ST/ G AT,
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(4, on, im) AN KBS/ BlooTo & [ #90 AD ) RKEDIT / FFAT.

(5, ex, mb) BN /| T2 R ) HeoTeDT  FWBED | AR —AER ] RN,

(5, ex, im) T2 AN | HERIZ ) HIoTeDT I MR [ F RV ] T,

G,on,mb)  TURE—R | T L RIC / Blmolnl JBAC /I ZoUEL / B,

(5, on, im) Tz AN | TYAE—T | Blotzl A I ToWREL 1 BTz,

(6, ex, mb) B0 | BRI /| HTooT=DT /BT /B ) DT,
(6, ex, im) IR I MBI ) BT oToDT /R T /BRI ) DT,

(6, on, mb) HOSTH | ZBERIC | ol & | BENS [ @l / EESNE,
(6, on, im) RIS | A0S TIT | bleoTol | BENDL [ BLL | EE IR,
(7, ex, mb) Ty NS | BEZ | Bl DT [ BER /| ~ZAT | oz,
(7, ex, im) BEMN | T4y MT | lzoT2DT [ BER /| ~ZAT | HEoiz,
(7, on, mb) T ARV | BEZ | Blmoln b | RNATEER  HEE L o,
(7, on, im) BEN | T2 AR—IZ | BToolzl | NAFEHERIT / #RE | 2T,
(8,ex,mb)  EmXN / BERMC / BImol2DT I ARND / KEEE / < botz,
(8, ex, im) BELD /I XIC ) oD T I ARNS | KAEEE / < bot,
(8, on, mb) RS / BESIC | om0 T BELE  FE ) B L,
(8, on, im) BELD /RIS ) HloT0T  EELIT IR L B L,

(9, ex, mb) YA RIT—=N /BRI | SO0 72DT [ RIAN—L | 00T %E 1

(9, ex, im) B / A FIFT—IT ] BO0ol=DT | RIARN—T [ BTz |
77

(9, on, mb) Z2XAGN | BIEIZ | SONo-OT /EREIX /I BEE I ITBATL,

(9, on, im) TBAEDS /| EEEIT | SON-o-0T /EREIX | BEE ITHAT,

(10,ex,mb)  fai¥2 / FEIZ | SO0 72dDT [ FED [ B 1 RO,

(10, ex, im)  FEA / T | SOMNoT=OT /D L BB 1 RO T,
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(10, on, mb)
(10, on, im)
(11, ex, mb)
(11, ex, im)

(11, on, mb)

(11, on, im)

(12, ex, mb)
(12, ex, im)
(12, on, mb)
(12, on, im)

(13, ex, mb)

(13, ex, im)

(13, on, mb)

(13, on, im)

(14, ex, mb)

(14, ex, im)

(14, on, mb)

(14, on, im)

(15, ex, mb)

E—ER /AT S BOonol=DT [ BoTid /I BLEIIT ) EoT,

2/ BE—FIZ / 0ol T /| BoTld / BLEIIZ | Eolz,

ZOXN | BHT AT | BOhol-DT [ BN | BHric | Bni-,

BHTAN J1E)EIT | SO oTcdDT [ B | el | ik,

K= | BHT A | SO o7=DT | BERDET 7 +<&F /7 KiFHL
776

BHT AN | R—IUIT | BOnoT-DT [ WERADEILX ) <8 F /7 KFHL

7=,
XL T2/ ANREIZ | SodoTlm &/ EEIT ) FEIC/ Ak LT
SRBEDS /XL IS | SodoTo & [ EEIT ) FEIC ) AR L,

SO UTRATHED | AMNBEIC | BohoT k) AT ) MiEE S

> 7z,

SNBES | T a U TRAITHRIC | Soholo b | BRI L MEE o T,
KON [ T=NRARMI | BoOholcl | HBEIX I vy h—HEB% / ko
7

T—)LRA KBS [ DI | Soholb | BRI/ oy h—HE% / ko
7

P H—R—)L)N | T—)LIRA T

| Sohotc b | BEREIL I HEE /I elo

7o

T—LIRA RN | o B —R—=)LIZ | S5Ohold& /| BT #E%x / 2l o
7o

XX V=70 | BT | S00noledT ) BHilgh / 5ERI /B,

WA ) X U= Ny T | B0 oTodT ) BHlghH / FERIT /B,

TRA /BT /| SohoTz b [ HEIX /BT T /I WG L,

s/ RAAC / Sodolcl JHEE / RTT /Wi LT

WEEEEE DS | T —T IS | B ol-DT /| XFEMIZ / e BN/ AoT,
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(15, ex,im) T —7 N [ FEREEIC | SOoNholDT ) SUFHEIC S B ER / Aol

(15,on,mb)  #FEGA /| T—TNIZ | Soholol I BOUERX I R S0,
(15, on, im) T—T NN | BT | SOoholcl I BOVRIL ) XAE I EoT,

(16,ex,mb) 2N / FIZ / SO o7eD T/ AMEEDN / <FT<LF /Kot
(16, ex,im) 28 / ZZIC | B00 o0 T [ AKLEEDN / <3<+ / Kol
(16,0on,mb) T 7 E—FR—N | T /| ootz /| a—FF [ BHEIZ /1T,

(16,0n,im) N / T 7 E—=R—=MIZ | SOhol-b | a—FiF / EFEIZ [ 1TV,
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